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Abstract—The traditional top-k query was proposed to obtain
a small subset from the database according to the user preference,
which is explicitly expressed as a ranking scheme (i.e., utility
function). However, a poorly-designed utility function may create
discrimination, which in turn may cause harm to minority
groups, e.g., women and ethnic minorities, and thus, fairness is
becoming increasingly important in many situations, e.g., hiring
and admission decisions. Motivated by this, we study fair ranking
to alleviate discrimination. We design a fairness model, called α-
fairness, to quantify the fairness of utility functions. We propose
an efficient exact framework with a basic implementation and
an improved implementation to find the fairest utility function
with the minimum modification penalty. We conducted extensive
experiments on both real and synthetic datasets to demonstrate
our effectiveness and efficiency compared with the prior studies.

I. INTRODUCTION

It is often hard for users to find desired tuples from a large
database for decision-making, e.g., hiring. We can use a tradi-
tional top-k query [1], [2], [3], where a user provides a pref-
erence function, called the utility function, and an output size,
k. A larger weight on an attribute in the utility function means
that this attribute is more important. Based on the utility func-
tion, the utilities of tuples can be computed as the weighted
sum of attribute values. Then, the tuples in the database are
ranked based on the utilities and the top-k set (i.e., the set of
k tuples with the highest utilities) is returned. However, it is
hard for users to specify a good utility function in most cases.

A poor ranking scheme may create discrimination, i.e., peo-
ple are treated in a different and especially bad way simply be-
cause of their membership in a group (e.g., women and African
Americans) that is often discriminated against and denoted as
the protected group defined by the protected attribute (e.g.,
gender and race). In ranking problems, discrimination means
people are ranked lower simply because of their membership in
a protected group. For example, women have a lower success
rate for loans than men [4], so women are the protected group
in this case. Men can also be the protected group in some situa-
tions. By DATA USA [5], in 2017, 11.5% of female applicants
are accepted to MIT, as opposite to 5.25% for males. Such un-
fairness is also reflected in other aspects, e.g., race [6]. In this
paper, we aim at helping users design a fair ranking scheme.
In particular, we focus on the fairness in the top-k sets.

Following a typical example [7], [8], we have 9 applicants
for a college in Table I. The admission office needs a ranking
scheme to give each applicant a score and then admits the top-
7 ones. Assume that the original utility function f0 does not
consider any protected attribute (e.g., gender and race) during

TABLE I: Information of Applicants

ID Gender Race TOEFL GRE GPA f0 f1

1 Male Others 110 335 3.5 1 1
2 Male African-American 108 330 4.0 1 1
3 Male Others 115 330 3.2 1 1
4 Female African-American 105 320 3.7 1 1
5 Male Others 87 310 3.9 1 0
6 Female African-American 88 315 2.8 0 1
7 Male Others 87 310 4.0 1 1
8 Female African-American 88 310 2.6 0 1
9 Male Others 87 310 3.8 1 0

its design and it simply ranks applicants by computing the
score of each applicant t as f0(t) = 0.1 × TOEFL + 0.1 ×
GRE + 0.8× GPA, without involving the protected attributes
in the score computation. This scheme may lead to bias, e.g.,
the top-7 set is marked 1 in column “f0” of Table I, including
6 males but only 1 female (where the proportion of females is
14.3% in the top-7 set, much lower than 33.3% in the entire
set). Similarly, while there are 4 out of 9 (i.e., 44.4%) African-
Americans, the number of African-Americans in the top-7 set
is 2 out of 7 (i.e., 28.6%). Clearly, this f0 is unfair to females
and African-Americans. In the worst case, this scheme may
recruit many students from one gender or one race, violating
laws and regulations [9], [10], since it neither considers pro-
tected attributes explicitly in the score computation nor consid-
ers protected attributes implicitly during the design of the rank-
ing scheme. Consider the top-7 set of another function f1(t) =
0.6×TOEFL+0.1×GRE+0.3×GPA in column “f1”. As will
be shown later, f1 is designed by considering proportions of fe-
males and African-Americans in the resulting top-7 set, which
now become 42.9% and 57.1%, respectively, closer to their
proportions in the entire dataset. Thus, f1 is considered fairer
than f0 by involving protected attributes in its formulation.

Top-k queries can also be used in other data analytics
tasks in information retrieval [11] and machine learning [12].
For instance, the admission office might train a model, using
the top-k students in previous years as positive examples, to
predict the academic performance of the current students. If
the top-k sets used for training are biased, the model can
easily create discrimination [13], e.g., if the top-7 set w.r.t.
function f0 is labeled with “good performance”, the model
trained will tend to predict females or African-Americans as
“bad performance”, which further worsens the fairness.

This illustrates our problem which helps users design new
utility functions that give fair top-k sets for its increasing im-
portance [14]. Moreover, we do not want the new utility func-
tion to deviate much from the original (user-specified) one.



Related studies on fair top-k queries (or ranking) can be
classified into two branches, i.e., intervention with the ranking
result and intervention with the ranking scheme. Studies on the
former [4], [15] assume that the utilities of all tuples have been
computed by a pre-existing ranking scheme. Then, they focus
on designing a procedure to select top-k tuples that are fair and
have as high utilities as possible. However, these methods may
select some tuples with lower utilities to ensure fairness, which
causes individual discrimination to higher-utility tuples. In our
problem, we always return the top-k tuples under a fair utility
function, which could alleviate such individual discrimination.

Studies on the latter branch [7], followed by this paper,
focus on finding a ranking scheme (i.e., a utility function)
that is both fair and close to the user input utility function
f0 (so that it is easily accepted by the user). The only prior
work [7] in this branch returns a feasible utility function that
is the closest to f0, where a utility function is feasible if its
top-k set satisfies a fairness constraint, specified by the user
under an arbitrary (group) fairness model, e.g., the proportion
of the protected group in the returned top-k set must be at least
a given threshold. However, returning only a feasible utility
function may not suffice, and the fairest top-k set could be
more interesting to the user. Worse still, if the constraint is set
too hard, leading to no feasible utility function, the user needs
to repeatedly try some looser constraints to obtain the result.
Another issue of [7] is its inefficiency when handling a large
number of hyperplanes, for testing all feasible utility functions,
since for each pair of tuples, a hyperplane has to be inserted
and processed with time-consuming geometric operations.

Motivated by the deficiency of fairness constraints like [7],
we focus on the (group) fairness measurement in this paper
so that if a top-k set is fair, its fairness value is large by the
measurement. In particular, we aim to find a utility function,
whose top-k set maximizes the fairness measurement (i.e., it
gives the fairest top-k set). Along this line, there are also some
existing studies in fair ranking that explore how to measure
the group fairness of the ranking result (i.e., a top-k set). [16]
proposes the proportional model which considers one “binary”
protected attribute (e.g., gender defining two groups, females
and males). This model yields better fairness if one group (e.g.,
females) has closer proportions between the top-k set and the
entire dataset. [17] extends the proportional model when the
protected attribute defines more than two groups or the pro-
tected groups are defined by multiple attributes, by considering
the KL-divergence between the proportions of all concerned
groups in the top-k set and in the entire dataset. However, the
KL-divergence only works well when any two groups are not
overlapping (i.e., non-intersectional) and all groups form the
entire dataset (i.e., complete), while the recent studies [18] also
raise the importance of intersectional and incomplete groups.

In light of this, we propose a group fairness model called
α-fairness to measure the fairness of a top-k set for arbitrarily
defined groups (e.g., intersectional or incomplete groups). As
will be formalized in Section III, we extend the proportional
model [16], to quantify the fairness of a top-k set via the Lp
distance between the proportions of all groups (e.g., males

and females) in the top-k set and their counterpart in the entire
dataset in a latent space called proportion space, where each
dimension of this space corresponds to a user-specified group.

Based on the above fairness measurement, we want to return
a utility function that not only gives the fairest top-k set,
but is also close to the input utility function f0 (i.e., it has
small modification penalty). We achieve a trade-off between
the fairness and the penalty via a parameter α that controls
the strictness of the fairness measurement. If α is larger, the
measurement is less strict and more top-k sets are considered
as the fairest, so that the returned utility function can be closer
to f0. Note that our parameter α is different from the threshold
of a fairness constraint in [7] (even though our fairness model
can also be used as the criterion for setting fairness constraints
in [7]). This is because for a strict α and a strict constraint, we
always return the fairest utility function, but [7] might return
no result satisfying the strict constraint. For a loose α and a
loose constraint, we can still give sufficiently fair results since
we always return the fairest top-k set, but [7] could return a
result of poor fairness due to the loose constraint.

To help users find the fairest top-k set under our α-fairness
model, we propose an efficient exact framework and its basic
implementation called FairTQ-Exact (Fair Top-k Query).
The main idea is to enumerate all top-k sets, and then check
(a) their fairness in terms of our α-fairness model and (b) the
modification penalty (computed via quadratic programming).

We also propose a fast algorithm called FairTQ-Exact-BnB
to reduce the top-k sets to be checked via branch-and-bound.
To achieve this, we explore an effective and efficient upper
bound of α-fairness for all possible top-k sets in a branch, by
leveraging geometric properties of the α-fairness model in the
proportion space. Based on the upper bounds, some branches
could be pruned during an effective best-first search scheme.
In our experiments, FairTQ-Exact-BnB only needs to process
less than 5% of the total number of hyperplanes handled in [7],
which uses an inefficient hyperplane-based approach.

The major contributions of this work are listed as follows.
• We design a fairness model called α-fairness to measure the

fairness of top-k sets, inspired by the proportional model.
• We use a parameter α to effectively trade-off the fairness

with modification penalty for the returned utility function.
• We design an efficient exact framework and its basic im-

plementation called FairTQ-Exact to find the fairest utility
function with the minimum modification penalty.

• We propose another fast exact algorithm FairTQ-Exact-
BnB based on branch-and-bound to improve the basic one.

• Extensive experiments on real and synthetic datasets demon-
strate our effectiveness and efficiency. Our algorithms beat
the baselines by one to two orders of magnitude in response
time and return fairer results. Our case study showcases that
we provide fairer results compared with baselines.
The remainder of this paper is organized as follows. Sec-

tion II reviews related work. Section III gives the problem def-
inition. Section IV presents our framework and its basic imple-
mentation. Section V describes our fast algorithm. Section VI
shows the experiments and Section VII gives our conclusion.
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II. RELATED WORK

Fairness Models in Ranking. Recent fairness models are
commonly classified into group fairness [19], [20] and in-
dividual fairness [21], where group fairness requires treating
different groups equally and individual fairness ensures equal
treatment for similar individuals. We follow the mainstream
studies and design a fair ranking scheme under group fairness.
Nonetheless, we return a top-k set w.r.t. a concrete utility
function, which can also alleviate individual discrimination
compared to other approaches that could favor smaller-utility
tuples in one group over larger-utility tuples in another group.

In recent studies of fair ranking, various fairness models
have been applied [22], [23], [24], [16], [25], [15]. They
include pairwise fairness, maxmin fairness, exposure-based
fairness, proportion-based model and diversity constraints.

Pairwise fairness [22] quantifies fairness by counting the
tuple-pairs (ti, tj) where ti (scoring higher than tj) ranks
lower than tj in the result. Maxmin fairness [23] prioritizes
treatment for the most unfairly treated individual while satisfy-
ing some group fairness constraints. Although these models at-
tempt to grant individual-level fairness, they assume the rank-
ing scheme and the tuple scores are known and fixed, while our
problem is to find the fairest ranking scheme. Exposure-based
fairness [24] measures group fairness by comparing the sum
of exposure of two groups, where the exposure of a tuple in
position p represents its “position bias” (i.e., higher-ranked po-
sitions have higher exposure, since users favor top positions).
Since we focus on the top-k query, we consider the set-based
fairness which only considers the representation of different
groups in the top-k set, without considering their ranks.

To measure the set-based group fairness in a top-k set T , the
widely-applied proportional model [16] quantifies how close
the representational proportion of the protected group (i.e.,
the proportion of the protected tuples among all top-k tuples)
and its populational proportion (i.e., the proportion of the
protected tuples among the entire dataset) are. However, [16]
only considers two groups (i.e., a binary protected attribute)
while recent studies have raised the importance of multinary
protected attribute, multiple protected attributes and even in-
tersectional groups [26], [18]. The KL-divergence-based mea-
surement compares the distributions of all groups (which could
be defined by multinary and multiple protected attributes) in
the top-k tuples and in the entire dataset. Given m groups,
we denote by P iD (resp. RiT ) for i ∈ [1,m] the populational
proportion (resp. representational proportion) of the i-th group.
Then, the fairness measurement is the KL-divergence between
the two distributions, i.e.,

∑
i P

i
D log

P i
D

Ri
T

. However, the KL-
divergence measurement only works well on non-intersectional
and complete groups (i.e.,

∑
i P

i
D = 1 and

∑
iR

i
T = 1 [17]).

Diversity constraints [25], [15] can be defined on arbitrary
groups so that the number of tuples in T from each concerned
group satisfy a range constraint. As mentioned in Section I,
selecting suitable constraints is tricky. In this work, we aim to
design set-based group fairness measurements for arbitrarily
defined groups by adapting the proportional model.

Algorithms on Fair Ranking. Major algorithms on fair
ranking can be classified into the following two categories.
(1) Intervention with the ranking result [4], [15], where the
score for each tuple is fixed and the ranking result with these
scores lead to systematic bias. FA*IR [4] ensures the minimal
proportion for a single protected group, by iteratively selecting
tuples into the top-k set satisfying the fairness constraint and
the “in-group” utility monotonicity. However, FA*IR could
discriminate unprotected groups and could not guarantee the
utility monotonicity across groups. [15] selects the top-k set by
maximizing the total “worthiness” (where a value is assigned
to each tuple t and each rank r, representing the worthiness of
the r-th rank tuple t), subject to a fairness constraint, which
sets bounds on the proportion of each group in the top-k set to
grant fairness to all groups. However, both [4] and [15] could
out-rank lower-utility tuples to satisfy group fairness, leading
to ranking violation, where a tuple t ranks higher than t′ but t
is dominated by t′ (i.e., t′ is better than t on every attribute).
In this case, no utility function can give such a top-k set.
(2) Intervention with the ranking scheme [7], which is followed
in this paper. [7] aims to find the utility function closest to
the input utility function f0 such that some group fairness
constraints are satisfied. It proposes an exact algorithm called
SATREGIONS, which adopts an inefficient hyperplane-based
approach. Specifically, their hyperplanes are constructed in an
angle coordinate system, which split the space into regions.
For each region, they check whether there is a feasible utility
function satisfying the fairness constraint, and the feasible
utility function closest to f0 is returned. The geometric rela-
tionships between hyperplanes and regions are determined by
time-consuming linear programming (LP) in SATREGIONS.
Algorithms on Related Problems. Supervised learning ap-
proaches are widely applied in fair learn-to-rank [27], [24],
and in decision-making tasks like fair classification [28], [29],
[30], [31], [32], [19]. However, they need well-labeled data for
training. Besides, recent studies also explore fairness in other
decision-making problems similar to ranking [33], [34], [18].

III. PRELIMINARY AND PROBLEM DEFINITION

Preliminary: Top-k Set. Given a set D with n tuples, each
tuple t ∈ D has d scoring attributes, denoted by t[1], . . . , t[d],
each of which is a non-negative real value. For example in
Table I, each tuple has 3 scoring attributes (i.e., TOEFL,
GRE and GPA). Following typical settings in [35], [3], given
a d-dimensional utility vector w = (w[1], . . . , w[d]), the user
preference on t is captured by a linear utility function w.r.t. w,
denoted by fw, where fw(t) =

∑d
i=1 w[i] · t[i]. For simplicity,

we also denote fw by w. We define the utility of tuple t w.r.t.
w to be fw(t). In particular, we can rank all tuples in D in a
descending order of their utilities (ties broken arbitrarily). The
top-k set in D w.r.t. w, denoted by top-kw(D), is defined
to be the set of k tuples in D with the highest utilities w.r.t.
w. A top-k query w.r.t. w thus returns top-kw(D). When D
and w are clear in the context, we also denote top-kw(D) by
top-kw or T for simplicity. Consider our running example in
Table I. Given w = (0.1, 0.1, 0.8) and k = 7, the top-k query
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w.r.t. w returns a top-k set containing applicants of ID 1-5,
7 and 9, since they have the highest utilities w.r.t. w.

We assume w.l.o.g. that
∑d
i=1 w[i] = 1 where w[i] ∈ [0, 1],

since the norm of w does not affect the top-k results [36].
Note that w[d] = 1 −

∑d−1
i=1 w[i]. Thus, we could reduce the

last dimension from the domain of w (i.e., from d-dimension
to (d − 1)-dimension) for more efficient processing [36]. We
define the utility space, denoted by Ω, to be the (d − 1)-
dimensional subspace containing all utility functions after the
dimension reduction. In our example in Table I, the utility
space is a subspace in a 2-dimensional space, as shown in the
shaded triangular region of Figure 1(a), bounded by the two
axis and the straight line, represented by w[1] + w[2] = 1.

We summarize the frequently used notations in [37].
Fairness Model. Following prior studies [7], [4], we focus
on group fairness, which requires that each group (e.g., the
female group) receives equal treatment when its members are
considered for the top-k set [35]. Specifically, we adapted the
widely-used “proportional” model [16], which requires that
the representational proportion of each group in the top-k
set is close to its populational proportion in the dataset D.

We differ from the group fairness models of existing fair
ranking studies in the following aspects. (1) We form fairness
measurement to grant group fairness (based on the propor-
tional model) instead of taking a constraint which is difficult to
select suitably. (2) We consider not only the groups defined by
a single protected attribute, but also more generalized groups
that could be incomplete or intersectional (including groups
defined by multiple protected attributes), while existing group
fairness measurements [16] only focus on two disjoint groups
defined by one protected attribute. (3) We use a parameter to
control the strictness of the fairness measurement so that there
is a trading-off between fairness and penalty (i.e., how close
the returned utility function is to the input utility function).

Consider our dataset D. Each tuple t ∈ D is associated
with one or multiple protected attributes (e.g., gender or race),
each of which uses categorical values to define the group
membership of t (e.g., females or African-American). The
group membership could also be defined by multiple protected
attributes (e.g., African-American females). We are given a list
G of m group memberships with which the user is concerned.
For instance, when the user only desires equal treatment to
different genders, G could be {Male, Female}; when the user
wants to consider multiple protected attributes, G might be
{Female, African-American}. In some cases, the user might
require a set G including all combinations of groups with
multiple protected attributes, e.g., {African-American female,
African-American male, Other-race female, Other-race male}.
In this work, we adopt the group fairness measurement to
accommodate all the above cases with the proportional model.

Let Gj denote the j-th group membership in list G, and let
Dj (for j ∈ [1,m]) denote the set of all tuples in D with the
group membership Gj . We define the populational proportion
of Gj in D, denoted by PD(Gj), to be the proportion of Dj

among D, i.e., PD(Gj) = |Dj |/|D|. We define the overall
population of G in D, denoted by PD(G), to be an m-tuple

whose j-th value is defined to be the populational proportion
of Gj in D, i.e., PD(G) = (PD(G1), . . . , PD(Gm)).

Given a top-k set T , we also denote the set of tuples in T
with group membership Gj by Tj . Then, the representational
proportion of Gj in T , denoted by RT (Gj), is the proportion
of Tj among T (i.e., RT (Gj) = |Tj |/|T |). We also define the
overall representation of G in T , denoted by RT (G), to be an
m-tuple whose j-th value is the representational proportion of
Gj in T , i.e., RT (G) = (RT (G1), . . . , RT (Gm)).

Consider the set D in Table I. The populational proportions
of group memberships Female and African-American are
0.333 and 0.444, respectively. For the top-7 set w.r.t. f0 (i.e.,
applicants of ID 1-5, 7 and 9) denoting T , the representational
proportions of Female and African-American in T are 0.143
and 0.286, respectively. If G is {Female,African-American},
the overall population of G in D is (0.333, 0.444), while the
overall representation of G in T is (0.143, 0.286).

Note that both PD(G) and RT (G) can be regarded as points
in the m-dimensional space. To better formalize the geometric
properties, we introduce a concept called the proportion space.
Consider an m-dimensional space. We define the proportion
space, denoted by Θ, to be the region in the m-dimensional
space containing all m-dimensional points whose value of
each dimension is in [0, 1]. In Figure 3(a), we show an
example of Θ in the 2-dimensional space (as marked in light
gray) when G = {Female,African-American} (following our
running example). Note that Θ is different from the utility
space Ω, since each dimension of Ω corresponds to a value in
a utility function, while here each dimension of Θ corresponds
to the proportion of a group membership in G (see Gj in
Figure 3(a)). Both RT (G) = (0.333, 0.444) and PD(G) =
(0.143, 0.286) are the points in Θ (as plotted in Figure 3(a)).

According to the proportional group fairness model which
requires that the populational proportion of each group is
equal (or close) to its representational proportion, we form
our fairness measurement of a top-k set T which returns
a small value for good fairness based on the closeness of
the overall population of D and the overall representation
of T . Specifically, we measure the fairness of T by the Lp
distance between RT (G) and PD(G) in the m-dimensional
space where p is a real value at least 1, since it could cover the
commonly applied measurements. For instance, when p = 2, it
is the Euclidean distance which is the most common distance
metric; when p = 1, it is similar to the absolute difference form
of group fairness as defined in [16]. Formally, following the
common definition, we define the Lp distance between RT (G)
and PD(G), denoted by Lp〈RT (G), PD(G)〉, as follows.

Lp〈RT (G), PD(G)〉 = (

m∑
j=1

|RT (Gj)− PD(Gj)|p)1/p

Continuing our example of G = {Female,African-American}.
If p = 2, the Lp distance between RT (G) and PD(G) is 0.247.
In Figure 3(a), this distance is illustrated geometrically as the
length of the line segment connecting RT (G) and PD(G).

Moreover, we control the strictness of the fairness mea-
surement with parameter α, a real number in [0, 1]. Intuitively,
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Fig. 1: Examples of Utility Space and Hyperplane

when two proportions, says r1 and r2, are close (i.e., the differ-
ence of r1 and r2 is no more than a threshold), r1 and r2 could
be regarded as being equal. We thus introduce a real number
α ∈ [0, 1] as this threshold, and we define the diminished
difference of r1 and r2 on α, denoted by difα〈r1, r2〉, to be
difα〈r1, r2〉 = max{0, |r1−r2|−α}. Intuitively, if |r1−r2| <
α, the diminished difference is 0. Otherwise, it is |r1−r2|−α.

Combining the Lp distance with the strictness parameter
α, we define the α-Lp distance between RT (G) and PD(G),
denoted by α-Lp〈RT (G), PD(G)〉, as follows.

α-Lp〈RT (G), PD(G)〉 = [

m∑
j=1

(difα〈RT (Gj), PD(Gj)〉)p]1/p

For example, if α = 0.2, the diminished difference of
RT (Female) and PD(Female) is 0 (|RT (Gj) − PD(Gj)| <
0.2). It can be verified that when G = {African-American,
Female}, the α-Lp distance between RT (G) and PD(G) is 0.

Note that when α = 0, difα〈RT (Gj), PD(Gj)〉 = |RT (Gj)
−PD(Gj)| and thus, α-Lp〈RT (G), PD(G)〉 is exactly the Lp
distance between RT (G) and PD(G). In this case, the fairness
measurement is the strictest since α-Lp〈RT (G), PD(G)〉 = 0
only if the overall representation in T are exactly the same as
the overall population in D. A larger value of α results in a
less strict measurement, since it is more likely for T to have
representation proportions of some groups “rounded” to 0.
Note that setting α too large (e.g., close to 1) could lead to a
case where all top-k sets T satisfy α-Lp〈RT (G), PD(G)〉 = 0,
which indicates the same fairness for all top-k sets.

Finally, given a top-k set T in dataset D, a list G of m group
memberships, a real number α in [0, 1] and a real number p
with value at least 1, we define the α-fairness of T in D w.r.t.
G and p, denoted by α-FNG,p(T |D), as follows.

α-FNG,p(T |D) = 1− 1

m1/p
· α-Lp〈RT (G), PD(G)〉

The above formation first normalizes the α-Lp distance into
[0, 1] by being divided by a factor of m1/p (the maximum
possible α-Lp distance). Then, since a smaller α-Lp distance
means T is fairer, we use 1 minus the α-Lp distance such that
larger α-fairness (e.g., closer to 1) indicates better fairness.
Fair Ranking Problem. The goal of this work is to design a
fair ranking scheme for the top-k query. Recall that the core
of a ranking scheme is a utility function in the utility space Ω.
Given a user-input utility function w0 ∈ Ω, we want to return
a new utility function w ∈ Ω such that w does not deviate too
much from w0 and the set top-kw is fair based on our fairness
model. To quantify how far w deviates from w0, we define the
modification penalty of w from w0, denoted by m(w,w0) to
be the L2 distance (a widely applied metric) between w and

w0, i.e., m(w,w0) =
√∑d

i=1(w[i]− w0[i])2.

Problem 1 (Fair Ranking). Given a dataset D, a real number
α, a positive integer k, a list G of group memberships, a real
number p and a utility function w0, our goal is to find a utility
function w∗ in the utility space Ω such that the α-fairness of
top-kw∗ in D w.r.t. G (i.e., α-FNG,p(top-kw∗ |D)) is maxi-
mized, while under the maximized α-fairness, the modification
penalty of w∗ from w0 is minimized. Mathematically,

w∗ = arg min
w′∈Ω

m(w′, w0)

s.t. α-FNG,p(top-kw∗ |D) = max
w∈Ω

α-FNG,p(top-kw|D).

In our running example in Table I, assume that α = 0.1,
k = 7, G = {Female,African-American}, p = 2 and w0 =
(0.1, 0.1, 0.8). We want to find a utility function w∗ such that
α-FNG,p(top-kw∗ |D) is maximized, while the modification
penalty of w∗ from w0 is minimized. It can be verified that the
utility function w∗ returned for this problem instance is (0.33,
0.51, 0.16) which gives the fairest top-k set containing appli-
cants ID 1-7 with the maximum α-fairness and the minimum
modification penalty equal to 1 and 0.79, respectively.

IV. EXACT ALGORITHM

In this section, we present our framework for our fair rank-
ing problem and a basic implementation called FairTQ-Exact,
which guarantees to find the fairest set with minimum penalty.

A. Framework

We begin with the framework overview. Note that there are
an infinite number of utility functions in Ω. It is infeasible
to enumerate all to compute the top-k sets. Alternatively, we
adapt the hyperplane-based approach (a standard approach in
the literature) to obtain the top-k sets [36], [3], which is more
efficient than the naive way of checking all

(|D|
k

)
subsets of D.

It works in the following three steps.
• Step 1 (Feasible Top-k Sets Enumeration): We enumerate

all feasible top-k sets in D (which is much smaller than
the set of all possible

(|D|
k

)
subsets of D) using an efficient

hyperplane-based approach with effective optimizations.
• Step 2 (α-fairness Computation): For each feasible top-k

set T , we compute its α-fairness in D w.r.t. G and p (i.e.,
α-FNG,p(T |D)) according to our definition of α-fairness.

• Step 3 (Best Utility Function): For those top-k sets with
the maximized α-fairness (possibly many), we find the best
utility function w∗ with the minimum modification penalty
(among all those top-k sets) using quadratic programming.
Below we present how these are done in FairTQ-Exact.

B. Step 1 (Feasible Top-k Sets Enumeration)

We enumerate all top-k sets in D with a hyperplane-based
approach. The intuition is to divide Ω into a number of small
regions by the arrangement of a set H of hyperplanes, where
each cell of the arrangement is a region bounded by some
hyperplanes in H and it corresponds to a unique top-k set.
Thus, to enumerate all top-k sets, we can enumerate all cells
in this arrangement and find the top-k set for each cell.
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We first formalize some geometric concepts. For each tuple
t in D, it can be represented as a point in the d-dimensional
space. Given two tuples t and t′, we define the hyperplane
between t and t′, denoted by ht,t′ , to be the hyperplane in the
d-dimensional space passing through the origin with t′ − t as
its normal vector, i.e., ht,t′ = {w ∈ Rd|(t′ − t) · w = 0}. In
Figure 1(b), we give an example of hyperplane ht,t′ (shown as
a shaded plane) between tuple t and t′ in the 3-dimensional
space, where the normal of ht,t′ is t′ − t (shown as a blue
arrow). Recall that we reduced one dimension and consider the
(d−1)-dimensional space for simplicity. We thus represent the
hyperplane ht,t′ in the (d−1)-dimensional space, by discarding
the last dimension, e.g., in Figure 1(c), ht,t′ is represented as
a straight line in the (reduced) 2-dimensional space.

It can be observed that ht,t′ divides the (d−1)-dimensional
space into two halfspaces [3]. The halfspace containing
all utility functions w such that fw(t) ≥ fw(t′) (resp.
fw(t) < fw(t′)) is denoted by h+

t,t′ (resp. h−t,t′ ), i.e., h+
t,t′ =

{w ∈ Rd|(t′−t)·w ≤ 0} and h−t,t′ = {w ∈ Rd|(t′−t)·w > 0}.
In Figures 1(b) and (c), we indicate h+

t,t′ and h−t,t′ with solid
and hollow arrows, respectively, in both the (original)
3-dimensional space and the (reduced) 2-dimensional space.

A simple hyperplane-based approach can be implemented as
follows. Firstly, for each pair of tuples t and t′ in D, we create
a hyperplane ht,t′ and insert it to a set H. Secondly, we com-
pute an arrangement in the (d−1)-dimensional space of all hy-
perplanes in H, bounded by the utility space Ω. We denote this
arrangement by A(H,Ω). Thirdly, for each cell of A(H,Ω)
(i.e., a region in Ω, say ρ), we randomly pick a utility function
w in ρ and compute the top-k set w.r.t. w (i.e., top-kw) and in-
sert it into the result set. The correctness of this simple imple-
mentation is guaranteed by the following lemma, which says
that the top-k set w.r.t. any utility function in ρ is the same;
in this case (i.e., the top-k set is unique), we simply call it the
top-k set w.r.t. ρ, denoted by top-kρ. For the sake of space,
the detailed proof can be found in our technical report [37].

Lemma IV.1. If w and w′ are two utility functions in the same
cell of arrangement A(H,Ω), then top-kw = top-kw′ .

Unfortunately, this implementation is inefficient since there
are O(|D|2) hyperplanes in H and computing the arrangement
of H takes O(|H|d−1) time [36]. Below we present a more
efficient approach for computing the top-k sets. It is mainly
inspired by [36], but we explore effective optimizations.

Efficient Hyperplane-based Approach. Our approach mainly
has two steps. The first step is a filtering step, which extracts a
subset D′ of D, such that |D′| is significantly smaller than |D|
and only tuples in D′ can appear in a top-k set. The second
step is a refinement step which enumerates all feasible top-k
sets in much smaller D′ rather than D, which is very efficient.

The filtering step is handled by the k-skyband query [38].
Specifically, given tuples t and t′, t is said to dominate t′ if
t[i] ≥ t′[i] for each i ∈ [1, d] and there exists i ∈ [1, d] such
that t[i] > t′[i]. Clearly, if t dominates t′, t has a higher utility
and thus, a higher rank than t′ w.r.t. any utility function in Ω.

A tuple t ∈ D is called a k-skyband [38] of D if t is dominated
by fewer than k tuples in D. A k-skyband query returns the
set D′ of all k-skybands in D. It is easy to verify that if a tuple
t is not a k-skyband of D (i.e., t is dominated by at least k
tuples), then t cannot appear in any top-k set, since its rank is
lower than at least k tuples in D w.r.t. any utility function in Ω.
In the remaining steps, we merely focus on D′ instead of D.

Example IV.1. Consider D in Table I where k = 3. For better
illustration, we denote tuple ti to be the applicant of ID i. Con-
sider t9, which is dominated by 3 tuples in D (i.e., t2, t5 and
t7), and thus, t9 is not a k-skyband of D. After other tuples are
processed, the set D′ of all k-skybands of D is {t1, . . . , t7}.

In the refinement step, the core idea is to select an anchor
from a set of candidate tuples (which is initially D′). Then,
a region (which is initially set to Ω) is decomposed into sub-
regions based on a “local” arrangement (i.e., an arrangement
bounded by this region) of a set of hyperplanes each of which
is a hyperplane between a competitor in the candidate set and
the anchor. This above process is recursively executed for all
sub-regions until we decompose the whole utility space Ω
into desired regions where the top-k set w.r.t. each region is
determined. Intuitively, by processing a region with an anchor,
we can prune many candidates for sub-regions inside this
region and reduce the number of hyperplanes to be processed.

The refinement step is recursively done via partitioning. Ini-
tially, the region we consider is the whole utility space Ω and
the candidate set, denoted by CΩ, is initialized to be the set D′

of all k-skybands of D. To perform partitioning, we choose a
tuple in CΩ, says tA, to be the anchor (the strategy of selecting
an anchors presented later). Our goal is to determine the rank
of the anchor among all tuples in CΩ. We then perform the
following steps to accomplish this goal. For the ease of under-
standing, we will explain each step using concrete examples.

Firstly, we find all competitors of anchor tA from CΩ, where
a tuple tC ∈ CΩ is a competitor of tA if neither tA is dominated
by tC nor tA dominates tC . Note that for a non-competitor
of tA, we already know whether it ranks higher/lower than
tA based on the dominance relation. Secondly, for each
competitor tC of tA, we create the hyperplane htC ,tA and
insert it into a set H which is initialized to an empty set.
We then compute the arrangement of all hyperplanes in H
bounded by Ω, denoted by A(H,Ω). Thirdly, for each cell of
A(H,Ω) (which is a region, say ρ), we find all the dominating
competitors of tA w.r.t. ρ where a competitor tC is said to
be a dominating competitor of tA w.r.t. ρ if ρ is completely
contained inside h+

tC ,tA . Intuitively, by the definition of h+
tC ,tA ,

fw(tC) > fw(tA) for any utility function w in ρ. In other
words, the rank of tC is higher than tA w.r.t. any utility
function w in ρ and thus, tC is a “dominating” competitor.

Example IV.2. Assume that we select t1 in D′ = {t1, . . . , t7}
to be the anchor. The competitors of t1 are t2, t3, t4, t5 and
t7 (but not t6 since t1 dominates t6). We insert 5 hyperplanes,
namely ht2,t1 , ht3,t1 , ht4,t1 , ht5,t1 and ht7,t1 , to H, which are
shown as line segments in Figure 2(a). For each hyperplane,
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(a) Initial Partitioning (b) Recursive Partitioning
Fig. 2: Examples of Partition

we also use the solid and hollow arrows to differentiate its two
halfspaces (e.g., the solid arrow for ht3,t1 represents h+

t3,t1 ).
Clearly, we form an arrangementA(H,Ω) with 7 cells, namely
regions ρ1, . . . , ρ7. Here, t3 is a dominating competitor of t1
w.r.t. ρ1, since ρ1 lies completely inside h+

t3,t1 . Similarly, we
can find the dominating competitors w.r.t. other regions.

Then, for a given region ρ, we can obtain the rank of tA
w.r.t. any w in ρ, denoted by k′. Intuitively, k′ is equal to 1 plus
the number of tuples that rank higher than tA w.r.t. w. Let C be
the set of tuples in CΩ dominating tA (and thus, they are non-
competitors) and Comp be the set of all dominating competitors
of tA w.r.t. ρ. Then, k′ is computed to be 1+|C|+|Comp|, since
only tuples in C ∪Comp rank higher than tA w.r.t. w. As a by-
product, this gives the top-k′ set w.r.t. ρ in CΩ: top-k′ρ(CΩ) =

{tA} ∪ C ∪ C
omp

, where the k′-th rank tuple is exactly tA.
Based on the relationship between k′ and k, we classify the

region ρ into 3 types, namely equal-to region, less-than region
and greater-than region, which are defined to be a region (re-
sulting from tA) in which the rank of tA w.r.t. any w in ρ (i.e.,
k′) is equal to k, less than k and greater than k, respectively.
• Equal-to region (i.e., k′ = k): If ρ is an equal-to region, the

top-k set w.r.t. ρ (i.e., top-k′ρ(CΩ)) is found, which is {tA}∪
C ∪ Comp. Thus, we do not need further processing for ρ.

• Less-than region (i.e., k′ < k): If ρ is a less-than region, the
top-k′ set w.r.t. ρ is found similarly. Moreover, since k′ < k,
we only need to know the remaining k− k′ tuples to return
the top-k sets. To achieve this, we recursively partition ρ in
a similar way as Ω, with the following modifications: (a)
the region now we consider is ρ rather than Ω (i.e., future
arrangement is bounded “locally” by ρ); (b) since the top-k′

w.r.t. ρ is found, we exclude them and form a new candidate
set Cρ, i.e., Cρ = CΩ \ ({tA}∪C ∪C

omp
); and (c) instead of

finding the top-k sets, we only need to find the top-(k− k′)
sets w.r.t. the utility functions in ρ in Cρ. Here, the number
k − k′ is called the rank quota for this partitioning.

• Greater-than region (i.e., k′ > k): If ρ is a greater-than re-
gion, we cannot find the top-k sets in ρ. However, we know
that tA and tuples ranked lower than tA cannot be in any top-
k set in ρ. Thus, we recursively partition ρ where the candi-
date set Cρ is set to be C∪Comp, with the same rank quota k.

Example IV.3. In Figure 2(a), ρ3 and ρ5 are two equal-to
regions, and their corresponding top-k sets are {t1, t2, t3}
and {t1, t2, t4}, respectively, which can be directly returned.

Region ρ1 is a less-than region with its top-2 set {t1, t3}
identified, where the rank of anchor t1 is k′ = 2. Then, ρ1

will be further processed with rank quota 1 (= 3 − 2) and
the candidate set Cρ1 = {t2, t4, t5, t6, t7}. Note that t1 and t3

are not in Cρ1 , since their ranks are already known. Our goal
becomes finding the top-1 set in Cρ1 . To do this, we select t2 to
be the new anchor, which dominates all other tuples in Cρ1 , in-
dicating that t2 is exactly the top-1 set w.r.t. ρ1 and ρ1 will not
be further partitioned. Combining {t2} with the previous top-2
set {t1, t3}, the final top-3 set returned for ρ1 is {t1, t2, t3}.

Region ρ7 is a greater-than region since the rank k′ of
anchor t1 is 5 > k(= 3), shown in shaded in Figure 2(b).
Thus, ρ7 is also recursively partitioned, with same rank quota
k = 3. The new candidate set Cρ7 is {t2, t4, t5, t7}, with 3
tuples excluded: (a) anchor t1 with rank k′ > k, (b) t6, which
is dominated by t1 and thus, ranks lower than t1, and (c) t3,
which has a lower rank than t1 since ρ7 lies in h−t3,t1 (i.e., t3
is not a dominating competitor t1 w.r.t. ρ7). Assume that we
select t4 as the new anchor for ρ7. Since t4 is dominated by t2
and t4 dominates t5, the only competitor of t4 is t7. We thus in-
sert ht7,t4 (shown as a blue line segment), resulting in two sub-
regions, namely ρ8 and ρ9. By the definition of ht7,t4 , ρ8 (resp.
ρ9) contains all functions w such that t7 ranks higher (resp.
lower) than t4 w.r.t. w. As a result, ρ8 is an equal-to region
with the top-3 set {t2, t4, t7}, while ρ9 is a less-than region
with the top-2 set {t2, t4} and it will be further partitioned.

For each recursive partitioning of region ρ, we need to
choose a new anchor from the candidate set Cρ. To avoid
the case where all sub-regions are less-than or greater-than
regions (i.e., all of them need further processing), we select an
anchor for each partitioning, so that there is at least one equal-
to region. Specifically, we randomly pick a utility function w
from ρ and find the top-k set w.r.t. w (i.e., top-kw(Cρ)). Then,
we pick the k-th rank tuple in top-kw(Cρ) as the new anchor.

Finally, the utility space Ω is partitioned into multiple
equal-to regions. For each region ρ, we obtain the (unique)
top-k set w.r.t. ρ, say top-kρ. All these top-k sets are returned.

Remark. We differ from [36] in the optimizations adopted
below. (1) After obtaining the competitors of an anchor tA for
a region ρ, only part of competitors are processed in [36]. In
contrast, we process all competitors, by creating a hyperplane
for each competitor. Thus, we can deduce the dominance
relationships between tA and all its competitors. This allows
us to apply our speedup technique (Section V-B) early. (2)
When conducting recursive partitioning for a sub-region ρ′

of region ρ, we consider not only the static relationships that
hold globally in the dataset, but also the dynamic relationships
(which varies for different sub-regions) deduced during pre-
vious partitioning, to reduce the candidates for consideration.
In [36], only static relationships are used. (3) We represent a
region ρ by its vertices (corner points) instead of its bounding
hyperplanes. Given a hyperplane h′, we determine the geo-
metric relationship between ρ and h′ efficiently by checking
which halfspace the vertices of ρ reside. In [36], [7], similar
checking is done by time-consuming linear programming.

C. Step 2 (α-fairness Computation)

For each feasible top-k set T obtained, we then compute its
α-fairness in D w.r.t. G and p (i.e., α-FNG,p(T |D)). Specifi-
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cally, we find the group membership of each top-k tuple in T ,
and then we obtain the overall representation of G in T . The
α-fairness of T in D w.r.t. G and p is then computed according
to the α-Lp distance between RT (G) and PD(G). After com-
puting the α-fairness of each feasible top-k set, we can easily
obtain a set Tmax of top-k sets with the maximum α-fairness.

D. Step 3 (Best Utility Function Finding)

After obtaining the set Tmax of all top-k sets with maximum
α-fairness, we find the best function w∗ ∈ Ω with the
minimum modification penalty m(w∗, w0) from the given w0.

Recall that for each set T in Tmax, T = top-kρ where
ρ is a region in Ω. The problem is thus to find the nearest
utility function of w0 in ρ under the L2 distance, which can
be solved by Quadratic Programming (QP). Denote by wρ the
best utility function in region ρ, computed as follow.

wρ = arg min
w

m(w,w0)

s.t. (t′ − t) · w ≤ 0, ∀ht,t′ ∈ H+ (1)

(t′ − t) · w > 0, ∀ht,t′ ∈ H− (2)∑d

i=1
w[i] = 1 and 0 ≤ w[i] ≤ 1,∀i ∈ [1, d] (3)

where H+ (resp. H−) is the set of hyperplanes such that for
each ht,t′ ∈ H+ (resp.H−), ρ is bounded by ht,t′ and ρ lies in
h+
t,t′ (resp. h−t,t′ ). Here Constraints (1)-(2) ensure that w is in

targeted region ρ and Constraint (3) specifies the utility space
Ω. To solve this QP, we adopt the interior-point algorithm [39].

We solve the above QP for each top-k set in Tmax. Finally,
the best utility function w∗ with the minimum penalty is
returned and we obtain the optimal top-k set T ∗ = top-kw∗ .

V. FAST ALGORITHM

Although the basic implementation FairTQ-Exact adopts
an efficient approach to obtain all the top-k sets, it is possible
that there are still many top-k sets to process. In this section,
we propose a fast exact algorithm under the same framework.

Our intuition is as follows. In Step 1 of feasible top-k sets
enumeration (as introduced in Section IV-B), we may obtain
a less-than region ρ during partitioning. Although we do not
know the complete top-k set at this point for region ρ, we
have determined a subset of the top-k set T from any utility
function in ρ. With such subset, the α-fairness of T can be
upper-bounded, and we can terminate the processing for ρ if
ρ does not contain the fairest utility function based on this
upper bound. Similarly, for a greater-than region ρ, the top-k
set T of any utility function in ρ is selected from a smaller
candidate set (i.e., the candidate set is a super-set of T ). Thus,
the α-fairness of T could also be upper-bounded.

In the following, we first formulate the upper bounds on the
α-fairness of the top-k sets from less-than/greater-than regions,
and then describe our fast algorithm utilizing these bounds.

A. Upper Bound of α-fairness

We first discuss the less-than regions, in which the resulting
top-k sets could have their α-fairness upper-bounded based on
a determined subset. Consider a top-k set T (= top-kw where

G1

G2

1

1
Θ

0

PD(G)

RT(G) G1

G21
Θ

0

PD(G)

k-sub-R(T’|G) 1

Rc

R’ G1

G21
Θ

0

PD(G)

k-sup-R(T’|G) 1
(a) (b) (c)

Fig. 3: Examples of (a) Proportion Space, (b) k-subset-
extended Region and (c) k-superset-extended Region
w lies in a less-than region). Let T ′ be the subset of T that
has been determined. We know the group membership of each
tuple in T ′. Although the remaining tuples in T \ T ′ are not
decided yet, the remaining number of tuples in each group is
at most k − |T ′|. Thus, for the “partially” determined top-k
set T (containing subset T ′), the representational proportion
of each group Gj (for j ∈ [1,m]) in T (i.e., RT (Gj)) satisfies

|T ′j |
k
≤ RT (Gj) ≤

|T ′j |+ k − |T ′|
k

. (1)

We then explore from a geometric perspective to form the
upper bound of the α-fairness of T . Recall that RT (G) and
PD(G) are two points inside the proportion space Θ in the
m-dimensional space. Equation 1 bounds a possible region
containing RT (G) in Θ. Specifically, we define the k-subset-
extended region of T ′ w.r.t. G, denoted by k-sub-R(T ′|G), to
be the region in Θ containing all m-dimensional points, whose
j-th value (for j ∈ [1,m]) is in [

|T ′j |
k ,
|T ′j |+k−|T

′|
k ].

Consider the less-than region ρ2 in Figure 2(b) where k =
3. The top-2 set T ′ for this region is {t1, t3} as identified in
Example IV.3. For G = {Female, African-American}, it is
easy to find that |T ′1| = |T ′2| = 0. Thus, k-sub-R(T ′|G) is a
square region whose side length is 0.333 (both dimensions
range from 0 to 0.333), as shown dark gray in Figure 3(b).
In general, all k-subset-extended regions are m-dimensional
boxes and thus we call each k-sub-R(T ′|G) as a box region.

With the k-subset-extended region, we can obtain the upper
bound of the α-fairness of T , given that T has a subset T ′

determined. By the definition of α-fairness, finding the upper
bound of the α-fairness of T is equivalent to finding the lower
bound of the α-Lp distance between RT (G) and PD(G). Since
RT (G) is in k-sub-R(T ′|G), one may want to find the exact
α-Lp distance between PD(G) and a point in k-sub-R(T ′|G).
This, however, is costly, especially for α > 0 and arbitrary p.

In the following, we propose an efficient way to find an
approximate lower bound of α-Lp〈RT (G), PD(G)〉. We first
connect the α-Lp distance and the Lp distance as follows.

Lemma V.1. Give a top-k set T of D,

α-Lp〈RT (G), PD(G)〉 ≥ Lp〈RT (G), PD(G)〉 −m1/p · α.
By Lemma V.1, to approximate the lower bound of the

α-Lp distance, it suffices to compute a lower bound on the
Lp distance. To do this, we leverage the triangle inequality
of the Lp distance (for p ≥ 1) [40]. We first choose the
center point of the box in k-sub-R(T ′|G), says Rc. By triangle
inequality, the Lp distance between PD(G) and any point
R′ in k-sub-R(T ′|G) is lower bounded by the difference
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between Lp〈Rc, PD(G)〉 and Lp〈R′, Rc〉, i.e., Lp〈R′, PD(G)〉
≥ Lp〈Rc, PD(G)〉 − Lp〈R′, Rc〉 (see Figure 2(b) for an
example of Euclidean distance (i.e., p = 2)), where Lp〈R′, Rc〉
can be upper bounded by half the diagonal distance of the box,
i.e., Lp〈R′, Rc〉 ≤ m1/p · k−|T

′|
2k (see details in [37]).

Putting these together, we have α-Lp〈RT (G), PD(G)〉 ≥
Lp〈Rc, PD(G)〉 − m1/p · k−|T

′|
2k − m1/p · α and the subset-

extended upper bound of a less-than region ρ with a subset
T ′ determined, denoted by sub-UB(ρ, T ′), is defined to be

1− 1

m1/p
·max{0, Lp〈Rc, PD(G)〉)−m1/p·k − |T

′|
2k

−m1/p·α}.

Clearly, given any top-k set T that has a subset T ′ deter-
mined, the α-fairness of T is at most sub-UB(ρ, T ′).

We can also form the similar upper bounds for greater-
than regions, which are based on the super-set determined.
Consider a top-k set T (= top-kw where w lies in a greater-
than region). With a slight abuse of notation, also denote T ′

by the super-set of T that has been determined. Although it
is unclear which k tuples in T ′ are eventually selected into
T , the number of tuples in T with group membership Gj
is at most |T ′j |, i.e., |Tj | ≤ |T ′j |. Thus, the (representational)

proportion of each group Gj in T is at least 0 and at most
|T ′j |
k .

Similarly, the region containing RT (G) in the proportion
space Θ can be bounded. We define the k-superset-extended
region of T ′ w.r.t. G, denoted by k-sup-R(T ′|G), to be the
region in the proportion space Θ containing all m-dimensional
points, whose j-th value (for j ∈ [1,m]) is in [0,min{1, |T

′
j |
k }],

where the minimum ensures that k-sup-R(T ′|G) is inside Θ.
Consider the greater-than region ρ7 in Figure 2(b). As

discussed in Example IV.3, the determined super-set T ′ =
{t2, t4, t5, t7}, and thus |T ′1| = 1 for group Female and |T ′2| =
2 for group African-American. The region k-sup-R(T ′|G)
has ranges [0, 0.333] and [0, 0.667] for the two dimensions,
respectively, as also shown in dark gray in Figure 3(c).

Below we present the lower bound of α-Lp〈RT (G),
PD(G)〉 for a top-k set T that has a super-set T ′ determined,
based similarly on triangle inequality and the α-relationship.

Lemma V.2. Given a top-k set T of D and its super-set T ′,

α-Lp〈RT (G), PD(G)〉 ≥ Lp〈Rc, PD(G)〉−Lp〈Rc, Ro〉−m
1
p ·α.

where Rc is the center of k-sup-R(T ′|G), Ro is origin of Θ.

Slightly different from the less-than regions, there is a term
Lp〈Rc, Ro〉 in Lemma V.2. This is because the maximum Lp
distance between Rc and a point in k-sup-R(T ′|G) is also
bounded by half the diagonal distance of the box, which now
is exactly Lp〈Rc, Ro〉 since Ro is a vertex of the box.

Based on Lemma V.2, we define the superset-extended
upper bound of a greater-than region ρ with a super-set T ′

determined, denoted by sup-UB(ρ, T ′), to be

1− 1

m1/p
·max{0, Lp〈Rc, PD(G)〉−Lp〈Rc, Ro〉−m1/p ·α}.

For any w in a greater-than region ρ, the α-fairness of top-kw
is at most sup-UB(ρ, T ′). Note that the upper bounds in both
greater/less-than regions could be computed in O(m) time.

B. Fast Algorithm with BnB

In this section, we leverage the upper bounds formed in pre-
vious section and propose a fast algorithm based on the same
framework as FairTQ-Exact. It follows the idea of branch-
and-bound [41], and thus we call it FairTQ-Exact-BnB.

The main difference of FairTQ-Exact-BnB compared to
basic implementation FairTQ-Exact is that it applies effective
speedup techniques, by combining Step 2 (top-k set enumera-
tion) with Step 3 (α-fairness computation), so as to terminate
the processing for more regions than just equal-to regions.

In FairTQ-Exact-BnB, we maintain the currently best
α-fairness, denoted by F ∗, and terminate the processing for a
greater/less-than region if it cannot contain a utility function
w.r.t. which the top-k set has higher α-fairness than F ∗. To
achieve that, we maintain greater-than and less-than regions
with an efficient structure. We adopt the priority queue in our
implementation so as to support the best-first search strategy.

We present the details of FairTQ-Exact-BnB. Firstly, we
follow the same filtering step to obtain a subset D′ of candidate
top-k tuples. Then, we maintain the following structures: (1)
the current best α-fairness F ∗ (initialized to∞), (2) the current
best utility function w∗ (whose fairness is F ∗) with the small-
est modification penalty, and (3) a priority queue Q of regions
(initialized to an empty queue). Each region ρ in Q is associ-
ated with (a) a fairness upper bound Uρ, (b) a rank quota r, (c)
a candidate set Cρ, and (d) a top-(k−r) set Tρ w.r.t. ρ. In other
words, we only need to determine the remaining r tuples for ρ,
to decide the desired top-k sets. Here part (a) is computed in
Section V-A and parts (b)(c)(d) are computed as in Section IV.

For the refinement step, we first add the utility space Ω into
Q. Initially, we set UΩ = 1, r = k, CΩ = D′ and TΩ = ∅.
Then we repeat the following sub-steps until Q is empty:
(1) We first pop a region, says ρ, that has the best (i.e., largest)
fairness upper bound Uρ from the priority queue Q.
(2) We choose an anchor, says tA, from Cρ. According to tA,
we split region ρ into a set of sub-regions. This step follows
the same procedure as FairTQ-Exact in Section IV.
(3) For each sub-region, says ρ′, we process it by its types.
• If ρ′ is an equal-to region, we have determined the exact

top-k set w.r.t. ρ′, says T . Then, we compute the α-fairness
of T (i.e., α-FNG,p(T |D)). There are three cases: (a) If the
α-fairness of T is larger than the current best F ∗, we update
F ∗ and compute w∗ accordingly. (b) If the α-fairness of T
is equal to F ∗, we find the best utility function in ρ′ and
update w∗ if it incurs smaller penalty. (c) If the α-fairness
of T is less than F ∗, we do not make any updates.

• If ρ′ is a less-than or greater-than region, we compute the
upper bound of α-fairness of any top-k set T w.r.t. a utility
function in this region (Section V-A). Specifically, for a
less-than (resp. greater-than) region ρ′, we can find a subset
(resp. super-set) of the top-k set, says T ′, with which we
can compute the subset-extended (resp. superset-extended)
upper bound of ρ′. If this upper bound is smaller than the
current best α-fairness F ∗, we terminate the processing for
ρ′; otherwise, we add ρ′ into queue Q for further processing.
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Correctness. The following theorem proves our correctness.

Theorem V.1 (Correctness). Given a dataset D, a real number
α, a positive integer k, a list G of group memberships, a
real number p and a utility function w0, both FairTQ-Exact
and FairTQ-Exact-BnB return the utility function w∗ such
that α-FNG,p(top-kw∗ |D), is maximized and meanwhile,
m(w∗, w0) is minimized under the maximized α-fairness.

VI. EXPERIMENT

We conducted extensive experiments1 on synthetic and
real datasets to evaluate our effectiveness and efficiency on a
Linux PC with a 2.66 GHz CPU and 48 GB main memory.
Datasets. We used 3 real datasets, XING, COMPAS, and DOT,
and 2 synthetic datasets, Independent and Anti-correlated.

XING [4] has 2,280 user profiles in a job finding web-
site [42]. We used two indicators work experience and edu-
cation experience as scoring attributes and gender as the pro-
tected attribute to prevent unfair treatment of women in hiring.

COMPAS [43] has the criminal offense information of 6,889
individuals for finding those are likely to recidivate. We set
race as one protected attribute to prevent discrimination to
African-Americans. To test multiple (and intersectional) pro-
tected attributes, we set gender as another protected attribute.
We consider three groups, namely African-Americans, males
and African-American males, using three scoring attributes,
namely c days from compas, juv other count and start [7].

DOT [44] is a flight on-time dataset with over 1M flights
conducted by 12 US carriers in the first three months of 2016.
Following [7], we set op unique carrier as the protected at-
tribute (with 12 groups each corresponding to a carrier) and set
three scoring attributes to be dep delay, taxi in and arr delay.

For synthetic datasets, attribute values in Independent are
generated independently, while in Anti-correlated, tuples with
a large value in one attribute tend to have small values on other
attributes. The protected attribute is randomly generated.

For each dataset, we normalized the values of each scoring
attribute into range [0, 1] via the min-max normalization.
Baselines. We compared FairTQ-Exact and FairTQ-Exact-
BnB with four baselines: (1) SR-Adapt: We adapted SATRE-
GIONS in [7] using their approach of handling hyperplanes
to get the exact fairest top-k set. (2) Greedy: We adapted the
idea of [15], which iteratively selects a tuple t from D such
that t is not dominated by any remaining tuples in D (thus,
no ranking violation) and meanwhile, t belongs to the group
that contributes the least in the top-k set. A utility function
with minimum penalty can be returned from a region, by
intersecting the halfspaces formed by the top-k tuples (if any).
(3) Prop, which preserves the proportion of each group in the
top-k set, by first sorting tuples by their utilities w.r.t. w0 and
then forming the top-k set by selecting the top ki tuples from
the i-th group where ki/k equals the populational proportion
of the i-th group. (4) FA*IR: The original algorithm of [4].
Algorithm FA*IR was implemented in Python (using its orig-
inal implementation) and others were implemented in C++.

1Code available at: https://github.com/satansin/FairTQ

Note that we implemented FairTQ-Exact, FairTQ-Exact-
BnB and SR-Adapt with a simple trick (see details in [37]).
Since the fairness is bounded by 1, if we find a utility function
w with the maximum fairness (i.e., 1), its penalty is an upper
bound of the optimal penalty. All regions (regardless of types)
that do not contain any utility function with penalty smaller
than that of w are pruned, without computing its exact fairness.

Parameter Settings. We studied the following parameters: (1)
the dimensionality d (i.e., the number of scoring attributes), (2)
the dataset size |D|, (3) the number of groups m(= |G|), (4)
the parameter k in the top-k query, (5) the fairness parameter
α and (6) the parameter p in the α-Lp distance formation.

Our parameter settings mainly follow [7]. In real datasets,
we used the original dataset by default. In synthetic datasets,
d = 3, |D| = 100k and m = 2 by default. The default values
of k, α and p are 10, 0.1 and 2, respectively, for all datasets.

Measurements. We adopted four measurements: (1) the re-
sponse time, (2) the α-fairness, (3) the penalty of the returned
utility function from w0, (4) violation count: the sum of
ranking violations occurred within the top-k set and between
the top-k tuples and the remaining tuples (see Section II). We
ran each experiment 10 times, with 10 random utility functions
w0, and report the average here. For the lack of space, we only
report the results on some datasets; other results are consistent.

A. Results on Real Datasets

Effect of α. We first studied the effect of parameter α in
our fairness model on fairness and modification penalty, by
varying it from 0 to 0.2 on dataset XING; Greedy, FA*IR
and Prop are excluded since they do not rely on α. Note
that the α-fairness under different α values cannot be directly
compared. We picked a reference value α0 and compared the
α0-fairness of the returned top-k sets, where we set α0 to be
0.1. Figure 4(a) give the results (note that all exact algorithms
give the same results). It could be seen that when α increases,
the returned set is less fair (since the α0-fairness decreases),
while the returned utility function has smaller modification
penalty. This verifies the effect of parameter α to achieve the
trade-off between fairness and modification penalty.

We showcase a typical case study of this result. In dataset
XING, the populational proportions of males and females are
26.4% and 73.6%, respectively, and k is set to 23 (i.e., 1%|D|).
Consider the input utility function w0 = (0.32, 0.68). When
α = 0 (the strictest fairness measurement), the returned utility
function w is (0.45, 0.55), leading to a top-k set T with 17
males and 6 females (with representational proportions 26.1%
and 73.9%, respectively). Although T is nearly perfectly fair,
w deviates much from w0. When α = 0.1 instead, the returned
function becomes (0.34, 0.66), much closer to w0, while the
returned set has 16 males and 7 females (with representational
proportions 30.4% and 69.6%, respectively), which is still fair.

Moreover, Figure 4(b) shows that when α increases, all
algorithms run faster. Since larger α indicates a less strict fair-
ness measurement, more top-k sets could reach the maximum
fairness (i.e., 1), triggering the implementation trick. In this
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case, many regions are pruned without computing the exact
fairness, leading to shorter time. Given many regions with the
maximum fairness, the current best utility function is close to
w0, leading to a tight penalty bound and more regions pruned.

Effect of p in α-Lp distance. We also studied the effect of
parameter p (Greedy, FA*IR and Prop are also excluded since
they do not rely on p). Apart from the most commonly used p
values of 1 and 2, we also tested some other values (note that
p ≥ 1). For a consistent comparison, we picked a reference
value p0 and compared the α-fairness under the α-Lp0 distance
for different settings of p. Here, we set p0 = 2. As shown in
Figure 4(c), when p increases, the fairness of the returned re-
sult slightly decreases, which indicates that setting p = 1 leads
to the strictest α-fairness measurement, while the response
time is almost indifferent to the values of p (not shown).

Effectiveness of the fairness model. We studied the effec-
tiveness of our problem setting that returns the fairest top-k
set under our fairness model (i.e., α-fairness using the Lp dis-
tance). For comparison, we consider two additional baselines.
The first baseline is the original SATREGIONS that aims to
satisfy a fairness constraint. We set this constraint using our
fairness model as the criterion, i.e., the α-fairness of the top-k
set must be at least a threshold (1 − β) (so that smaller β
indicates a stricter constraint, consistent with our parameter
α). We denote this baseline as SR-β-Constraint. The second
baseline is to replace the Lp distance in our fairness model
with the KL-divergence, denoted by FairTQ-Exact-KL.

As shown in Figure 5(b), we varied α/β from 0 to 0.4 on
dataset COMPAS and compared the α0-fairness (α0 = 0.1).
Note that FairTQ-Exact-KL does not rely on α/β, and it

has weaker fairness due to the intersectional and incomplete
groups on this dataset. For SR-β-Constraint, when the con-
straint is set the strictest (i.e., β = 0), there is no top-k set in
the dataset satisfying this constraint, and thus there is no out-
put, while if the constraint is set too loose (i.e., β > 0.3), the
returned result is unfair (i.e., the α0-fairness lower than 0.6). In
contrast, FairTQ-Exact consistently has the highest fairness.

Effect of |D|. We studied the effect of dataset size |D| by
randomly selecting a subset of 1k to 5k tuples (resp. 10k to
1M tuples) from dataset COMPAS (resp. DOT) in Figure 6
(resp. Figure 8). As shown in Figures 6(b) and 8(b), when |D|
increases, the response time for all algorithms increases, as
expected. Nevertheless, FairTQ-Exact and FairTQ-Exact-
BnB outperform the exact baseline SR-Adapt by 1-2 orders
of magnitude. Due to the effective branch-and-bound pruning,
FairTQ-Exact-BnB further shortens the response time by
around 40-50% compared with FairTQ-Exact on large
datasets. However, on small datasets (e.g., 1k-2k tuples from
COMPAS), FairTQ-Exact is slightly faster than FairTQ-
Exact-BnB, which indicates that when the hyperplanes to be
processed are not too many, FairTQ-Exact is still efficient.
Although baseline Greedy has shorter response time than our
algorithms, the top-k sets it returns are poor in fairness (e.g.,
around 0.6 in Figure 6(a)). Baseline FA*IR and Prop are also
fast, but they incur ranking violations in Figure 8(a). In other
words, FA*IR and Prop do not return a valid utility function
(even though Prop always gives the theoretically highest
fairness since it directly forms the top-k according to the
populational proportion of each group), and their response time
does not include the time for finding such utility function.
Finally, we observe that the α-fairness of all algorithms
slightly decreases when |D| increases. This is because that in
real datasets, the data distribution is imbalanced. Some tuples
that have high attribute values will always be included in the
result, even there are more candidate tuples to be selected,
leading to discrimination to other tuples and smaller fairness.

More closely, we show how our algorithms outperform the
most relevant baseline SR-Adapt. In Figure 5(a), we report
the accumulated processing time under different numbers of
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hyperplanes processed. As shown there, FairTQ-Exact and
FairTQ-Exact-BnB not only process fewer hyperplanes than
SR-Adapt (e.g., < 104 hyperplanes for FairTQ-Exact), due
to our efficient top-k set enumeration, their average processing
time of each hyperplane (i.e., the accumulated time divided
by the number of hyperplanes) is also shorter. This is because
we check the geometric relationship between hyperplanes and
regions efficiently, without using the expensive linear program-
ming as in SR-Adapt. Although FairTQ-Exact-BnB takes
extra time of computing fairness bounds, it can prune more hy-
perplanes than FairTQ-Exact and thus, has the best efficiency.
Effect of k. When k is varied from 10 to 50 on dataset COM-
PAS, the response time of all algorithms increases, as shown
in Figure 7(c). Similarly, FairTQ-Exact-BnB is 10-100 times
faster than the exact baseline SR-Adapt, and outperforms
FairTQ-Exact by 40% on large k values. Moreover, as shown
in Figures 7(a) and (b), when k increases, it is also harder to
achieve larger fairness in a given dataset, and thus, the fairness
of returned results is smaller and fewer candidate sets can
achieve the best fairness, leading the increased modification
penalty to get the fairest top-k set. Nevertheless, baseline
Greedy has large penalty and poor fairness although its re-
sponse time is small, and the fastest baselines FA*IR and Prop
do not return a valid utility function due to ranking violation.
Case Studies of Fairness. Setting G as {African-American,
Male,African-American male}, dataset COMPAS has overall
population PD(G) = (0.34, 0.72, 0.21). Our exact algorithm
finds the fairest top-k set T with overall population RT (G) =
(0.3, 0.7, 0.2), which is close to PD(G) and thus fair to
all groups. Baseline Greedy returns a top-k set T ′ with
RT (G) = (0.8, 0.7, 0.6), indicating its insufficiency of achiev-
ing fairness. Baseline FA*IR returns a top-k set where 90%
of them are non-African Americans, since FA*IR controls the
fairness by adding more non-African Americans into the top-
k set. This, however, creates obvious discrimination to other
races (since they are identified as the individuals who are likely
to recidivate) while the African Americans are protected.

B. Results on Synthetic Datasets
Effect of |D| and d. We also tested the effect of |D| for the re-
sponse time in synthetic dataset Independent, varying |D| from
10k to 1M. As shown in Figure 9(a), the time efficiency of our
algorithms are consistently superior as before. In particular, we
are around 100 times faster than SR-Adapt. On the largest
dataset of 1M tuples, FairTQ-Exact-BnB returns an exact
result reasonably in 210s, while SR-Adapt cannot process
more than 100k tuples in reasonable time (i.e., < 1000s).

We tested the effect of d in Figure 9(b). Due to the nature
of computational geometry, the complexity of our problem
rises with larger d, and all algorithms are slower. Nonetheless,
FairTQ-Exact runs in more practical time than SR-Adapt
(which fails to handle more than 3 scoring attributes in 1000s).
Effect of m. We varied the number of groups (i.e., m) from 2
to 5 in Figure 10 on dataset Anti-correlated. Since more groups
lead to a harder condition of fairness, the α-fairness tends to
decrease (Figure 10(a)), while the penalty increases slightly
(Figure 10(b)), consistent as previous results. The harder
condition also makes us more difficult to find a top-k set with
the optimal fairness. Thus, the response time slightly increases
(Figure 10(c)). Still, our algorithms (esp. FairTQ-Exact-BnB)
is consistently faster than SR-Adapt and scales well w.r.t. m.

C. Summary
The experiments on real and synthetic datasets demonstrated

the superiority of our algorithms. Specifically, our exact al-
gorithms (which guarantees to return the fairest top-k set)
achieves one to two orders of magnitude shorter response time
compared with the exact baseline. When the dataset size scales
to 1M, our algorithms have reasonable response time (i.e.,
around 210s), while the response time of the exact baseline
is unacceptable (e.g., > 1000s). With our case study, we also
demonstrate the effectiveness of our fairness model, which
strikes a balance between fairness and modification penalty.

VII. CONCLUSION

In this paper, we design a fairness model called α-fairness to
measure the fairness of top-k results, and propose a framework
to find a fair utility function. We propose two algorithms under
this framework with speedup techniques to improve efficiency.
We conducted experiments on real and synthetic datasets to
demonstrate the effectiveness and efficiency of our algorithms.

As for future research, we would extend our fairness prob-
lem to different scenarios. For example, we could consider
relative ranking among tuples into our fairness model. We
could also explore other fairness measurements (e.g., some
KL-divergence variants) to handle unknown protected groups.
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