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Abstract—The capacity of wireless ad hoc networks is affected
by two key factors: the interference among concurrent transis-
sions and the number of simultaneous transmissions on a sitgy
interface. Recent studies found that using multiple channls can
separate concurrent transmissions and greatly improve netork
throughput. However, those studies only consider that wirkess
nodes are equipped with only omnidirectional antennas, with
cause high collisions. On the other hand, some researchersuind
that directional antennas bring more benefits such as reduak
interference and increased spatial reuse compared with onin
directional antennas. But, they only focused on a single-amnel
network which only allows finite concurrent transmissions.Thus,
combining the two technologies of multiple channels and déc-
tional antennas together potentially brings more benefits.

In this paper, we propose a multi-channel network architectire
(called MC-MDA) that equips each wireless node with multiple
directional antennas. We derive the capacity bounds of1C-MDA
networks under arbitrary and random placements. We will shav
that deploying directional antennas to multi-channel netvorks
can greatly improve the network capacity due to increased
network connectivity and reduced interference. We have ats
found that even a multi-channel network with a single directonal
antenna only at each node can give a significant improvement
on the throughput capacity. Besides, using multiple chanre
mitigates interference caused by directional antennasM C-MDA
networks integrate benefits from multi-channel and directonal
antennas and thus have significant performance improvement

I. INTRODUCTION

One approach to improve the network performance is to
use multiple channeldnstead of using a single channel in a
wireless network. The experimental results of [2]-[7] show
that using multiple channels can significantly improve the
network throughput. One possible reason is that multiple
channels can separate multiple concurrent transmissions i
frequency domain. Besides, a wireless node can be equipped
with multiple network interfacewhich allow multiple simul-
taneous transmissions/receptions to proceed at the satiee no
However, such networks in those studies [2]-[8] equip every
node withomnidirectional antennaghich have limited spatial
reuse. Similarly, we name such multi-channel networksgisin
multiple omnidirectional antennas &C-MOmninetworks.

Recent works such as [9]-[16] found that applyidg
rectional antennasinstead of omnidirectional antennas to
wireless networks can greatly improve the network capacity
For example, the analytical results in [9] show that using
directional antenna in arbitrary networks achieves a dapac
gain of 2r/y/a when both transmission and reception are
directional, wherexw and 3 are transmitter and receiver an-
tenna beamwidths, respectively. Under random networlks, th
throughput improvement factor i$72/(a3) for directional
transmission and directional reception. Since the nets/tyj-
ically use one single channel only, we call such single ckann
networks using directional antennas $6-DAnetworks.

Wireless ad hoc networks typically consist of nodes that Using directional antennas instead of omnidirectional an-

share one single channel for communications. It is found

tennas in a multi-channel wireless network is more benéficia

[1] that in an ad hoc network witlh nodes under a randomTherefore, we propose a novel network that integrates the
network placement, each node has a throughput capacity tafo technologies. In this network, each node is equippet wit

O(1/y/nlogn). Even under optimal arbitrary netwofkshe
network could only offer a per-node throughput®t1//n).

multiple interfacesand each interface is associated with one
directional antennathat can operate owlifferent channels

The per-node throughput is decreased when the numberSefch multi-channel networks using multiple directionaiemn
nodes increases. One major reason is that all the nodes\withéas are called aBIC-MDA networks that have the following
the network share theamemedium. When a node transmitscharacteristics.

its neighboring nodes are prohibited from transmitting ttue

interference. On the other hand, every node equipped with a
singleinterface cannot transmit and receive at the same time

(i.e., half-duplex mode). We call such single-channel oeks
using omnidirectional antennas 8€-Omninetworks.

1In a random networky nodes are randomly placed, and the destination

of a flow is also randomly chosen.
2In an arbitrary network, the location of nodes, and traffittgyas can be
optimally controlled.

« Each node is equipped with multiple network interface

cards (NICs). Each NIC is mounted with a directional

antenna.

o There are multiple non-overlapping channels available.
Each antenna can switch to these channels quickly.

« All nodes can work in a full-duplex mode, in which a
node can transmit and receive with different neighbors.

« Each node can communicate collision-freely and simul-
taneously with more than one node using different direc-
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tional antennas that operate on different channels. NOTATIONS USED IN THIS PAPER
Recently, DMesh [17] also proposed a similar architecture
as ours. DMesh focuses on engineering issues of simulation n the number of nodes
and experimental studies about the throughput improvement c UL R e —
However, our work focuses on the theoretical analysis on the " interface is associated with a directional antenna

network capacity. Besides, our network is much more general | (m,c)-network | anetwork with c channels and m directional
antennas per node

which can apply to wireless networks, but DMesh is limited to 7 fhe total data rate by using all channels. Each
Wireless Mesh Networks. To the best of our knowledpere channel can support the data rate /V/c
is no theoretical analysis on the capacity of such networks o the beamwidth of a dircctional antenna

A each node sends A bits per second

This paper concentrates on finding the capacity bounds for an : , —
MINo(f(n),g(n)) | is equal to f{n), if An)=0(g(n)), else it is equal to g(n)

MC-MDA network and exploring the benefits of this network.
The remainder of the paper is organized as follows. We have
summarized our major contributions and outlined the main zlﬁwﬁ 21, [om [—E— MC-MDA
findings in Section Il. Section Il describes the antenna ehod g\Ve 9 \ c |—= MC-MOmni
and our proposeihterference modelwhich will be used in
our analysis. In Section IV, we present the analytical rtssuil
the transport capacity of arbitrary networks. Section Vegiv
the analytical results of the throughput capacity of random
networks. We summarize our work in Section VI.
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II. CONTRIBUTIONS AND MAIN RESULTS

A. Major contributions g
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The primary research contributions of our paper can be c
summarized as follows. Ratio of channels to interfaces
1 We formally identifyM_C'MDA ne'_[WO"kS that CharaCt_er' Fig. 1. The capacity regions under differefit in arbitrary networks (figure
ize the features ahulti-channelireless networks with is not to scale)
multiple directional antennaat each node. The capacity
of MC-MDA networks has not been studied before.
2. We derive the upper bounds on the capacityM-
MDA networks under arbitrary networks and random
networks. B. Summary of results

3. We also construct an arbitrary network and a randomg;jnce the capacity of aMIC-MDA network depends on the

network, where both the lower bounds of the two nefy;i of < we present the results according to the ratigof

works have the same order of the upper bounds, which| raSyits for Arbitrary Networks
means that the derived upper bounds can be quite tightag shown in Fig. 1, the transport capadityf an (m, c)-

4. Our theoretical results show that integrating dire@on,anvork has two regions as follows according to ratia: a6
antennas with multi-channel networks can increase net- (from Theorem 2 and Theorem 3).

work connectivity and reduce interference, resulting 1) When < is O((i)Qn) the transport capacity is
m 27 !

in improved network capacity. Implications from the oY /%) (which'is Z2 W, /TT) bit-meters/sec (seg-
i i 0 c [4 c
analytical results are also given. ment A-B in Fig. 1) with a capacity gain o? over an

Before presenting our main results, we need to give the  \c-MOmninetwork (segment AB').
assumptions and the notations first. We adopt the notation) \when < js Q((£)%n), the transport capacity is
shown in Table | throughout this paper. In this paper, all @(Wm"s bit-meters/sec (segment B-C in Fig. 1), which
nodes are equipped with the same type of antennas, which g indecpendent of beamwidth
have the same beamwidéh(generally less than). Kyasanur
and Vaidya [8] argued that the number of interfageshould

not be greater than the number of channefise., 1 < m < ¢)  hanwork has three regions as follows according to ratie: of
because surplus interfaces are wastethifs greater thare. (from Theorem 4 and Theorem 5).

But, this condition is only valid when the networks adopt c 9\2 L
omnidirectional antennas. When directional antennas s&d u 1) When g, is O((%) logn), the throughput capacity is

w ich ic 4r> / i
in the networks, this condition can be relaxed to that, in O (g 1ogn) (which is W $) bits/sec (segment

such networksyn can be greater than. More specifically,

2 ; ; ; 3the transport capacity is that the network transport orengiier per second
m can be=rc. With wider ranges of the number of interfaces . . i

0 hen one bit has been transported a distance of one meten witke second.

the .d_eployment of antennas to a nOdel is easier. Due.to t 18e just consider the aggregate throughput capacity of treemmetwork,
additional property, we can achieve higher capacity in thich is measured in terms of bits/sec.

networks. Detailed discussion will be given in Section I1BB

2. Results for Random Networks
As shown in Fig. 2, the throughput capadityf an (m, c)-




Ay [ = D I E @y &'&%ﬂ —E—MC-MDA has a capacity gain ofF over anMC-MOmninetwork when
e vom < s Q(( 2 )2 logn) and alsaO((+%)?n( 252" )2). When 2
2 Wi g O SC-Omni is Q((£5)*n(E2E1)?), similar to anMC-MOmNi network,
§ Wign| —1 1 " Wmnoglogn the capacny of artMC-MDA network is only affected by the
& loglogn Ly [om) N\ clogn flow bottleneck in a node.
guWloglogn____i___i___T}____]:_ _____ L NG MC-MDA networks are promising to improve the network
g nlogn Lo ' (loglognY | capacity. Since directional antennas can greatly incréase
£ o : ( logn ) [ spatial reuse, thsamechannels can be reused different
% 1(2i;z|oéﬂg“(%) n[")g'&j n’ directions without collisions but omnidirectional antennas
8 oon cannot. So, the number of interfaces can be greater than
Ratio of channels to interfaces 1y the number of channets The maximum number of antennas

on a node in aMC-MDA network can be c. However, in an
MC-MOmninetwork,m is always not greater than[8]. Thus,

in an arbitrary placement, aAC-MOmninetwork has at most
a capacity bounded b® (W /n). Whenm has the maximum
D-E in Fig. 2) with a capacity gairfx*gf_22 over anMC- value 2%¢, an MC-MDA network can have a capacity gain

MOmni network (segment BE'). 2, /2% gver anMC-MOmni network. For example, wheé
2) When £ is  Q((Z)*logn) and  also oYl
5o Moslogn g is 7 andc is 3, the maximum number of interfaces is
O(57)°n(Z557)%): the throughput  capacity S 94 Then, we have the capacity gaifiv/2 (nearly 23) times
O(4 /™) (which is ZXW /) bits/sec (segment gver anMC-MOmninetwork which has the same number of

E-F in Fig. 2) and the capaC|ty gain overBIC-MOMNIi  channels ¢ = 3) and3 interfaces at each node.

Fig. 2. The capacity regions under differefit in random networks (figure
is not to scale)

network i 'S ;- (segment EF). But, the number of antennas should not be set too large.
3) Whentis Q(( L)2n (lolgoloin) ), the throughput capac- One major reason is thatsingleinterface can only share the

ity is @(%ﬁ"gn) bits/sec (segment F-G in Fig. 2),capacity gain of2*,/-L, which decreases when the number

which is independent of beamwidth of interfaces increases. Let us consider the same example
3. Comparisons with Other Networks mentioned above for illustration. A single interface caarsh

We consider an arbitrary network when = m = 1, a capacity gain onlyt/v/6. The number of antennas is also
which has a capacity o?bEW\/ﬁ (point H in Fig. 1). Such limited by the size and cost of antennas. Choosing the number
network is anSC-DA network, which can be regarded as @f antennas needs considering some engineering issues such
special case of aMC-MDA network. Similarly, anSC-Omni as the device cost, the size of antennas and the interference
network is a special case of aMC-MOmni network when among the antennas. However, our work just focuses on
¢ =m =1 (point A’ in Fig. 1). When=< is O((:%)?n), the theoretical performance analysis. How to choose the proper
capacity of anMC-MDA network is mainly affected by the number of interfaces is our future work.
interference. The interference can be mitigated by assigni
concurrent transmissions under difference channels. ,Tihus
the number of interfaces is fixed, increasing the number of In an MC-MDA network, each node is equipped with
channelsc is helpful to reduce the interference. Specificallydirectional antennas that can be approximated by the failpw
when the number of channels (s )?nm, (i.e., point B in antenna model. Besides, since interference among comgurre
Fig. 1), all transmission can be regarded as collision-fregansmissions is a major reason affecting the network égpac
However, when the number of channels is increased furthee propose a receiver-based interference model and dbsve t
and £ is Q((£)2n), the capacity is affected by the interfaceondition that a transmission is successful.
constraint. The capacity drops even faster when the ratj§ of
increases since the capacity is inverse-proportionaldadtio A- Antenna Model
of £. Besides, from Fig. 1, aMC-MDA network requires  In this paper, we consider a directional antenna model ¢hat i
less channels to reach the collision-free condition (anpoiused in previous works [9], [13]-[15]. Sidelobes and babkk
B), compared with atMC-MOmninetwork (at point B). are ignored in this model. The reasons why we simplify

When a random network is considered, ®8-DAnetwork the model are summarized as follows. First, even in a more
is a special case of aMC-MDA network whenc = m =1 realistic model, the sidelobes are too small to be ignored. F
(point | in Fig. 2). And anSC-Omninetwork is a special example, the main gain is more than 100 times of the gain
case ofMC-MOmni networks whenc = m = 1 (point D' of sidelobes when the main beamwidth is less thai #0
in Fig. 2). In a random placement, &MC-MDA network has the cone-sphere model [10]. Secondly, smart antennas often
a capacity gain 014— over anMC-MOmninetwork if -= is have null capability that can almost eliminate the sidetobe
O((%)Qlog n). The reason is that directional antennas camd backlobes. Ref. [18] derives the impact of null capghbili
greatly improve the network connectivity. Since using dire of smart antennas on the network capacity. More complexed
tional antennas can reduce interferencelMiBxMDA network antenna models will be considered in the future work.

IIl. M ODEL



A. Upper Bound

Similar to anMC-MOmninetwork [8], the transport capacity
of an MC-MDA network is also limited by by two constraints:
interference constrainand interface constraint

(1) Interference Constraintthe interference around a re-
ceiver is affected by the number of interfering nodes in
its neighborhood, which is determined by the size of the
interference region. When we use directional antennastht bo
Fig. 3. The Antenna Model Fig. 4. The Receiver-based transmitter and receiver ends, the condition interfereruoe

Interference Model i i)z portion of that when omnidirectional antennas are used

IS 5
at %oth ends [9]. We derive the first bound when considering

Our proposed model assumes that a directional antenna gtgﬁ, interference constrain_t and have the _foIIowing theorem
is within a specific anglé, whered is the beamwidth of the ~ Theorem 1:The capacity of a multi-channel network
antenna. The gain outside the beamwidth is assumed to@§&iipped withm directional antennas i©)(< /") bit-
zero. At any time, the antenna beam can only be pointed gters/sec. Compared to a multi-channel network using
a certain direction, as shown in Fig. 3, in which the anten@4nnidirectional antennas per node, the capacity gaif s
is pointing to the right. Thus, the probability that the bem  Proof: We present a proof of the bound in Appendix A.
switched to cover each direction 6527 Itis proved in [8] that the capacity of &C-MOmni(m, c)-
network is bounded b%, / 2"—2” Compared with this result,

an MC-MDA (m, ¢)-network has a capacity gain é@‘—

Basgd on the protocol quel n [1]'_ WE propose a receiver- (2) Interface Constraintwe consider the interface constraint
based interference model with extensions of direction&@m@n ¢ -0 Mc-MDA network. Since every node has interfaces,

nas. Our model only considers directional transmission a re aremn interfaces in the whole network. Each interface

directional reception, which can maximize the benefits %fan support at most” bits/sec and the maximum distance
C >
d'r$Ct'Ogal antennas. q h | th that a bit can travel in the network &(1) meters. Thus, the
: node Xi transmits ftoll ho erI ovgrba cogynn.?, € interface bound of the network ©(W =) bit-meters/sec.
tragsmls_sLIO_n 'ﬁ successiully szp e,te yn b? ' no_” Combining the two constraints, the network transport capac
nodes within t _’e region covere by;’'s antenna beam wi ity is O(MINo (/T2 W2m)) bit-meters/sec. The min-
interfere with X;'s reception. Therefore, for every other nod&_ .\ bound of them is an upper bound on the network

X, simultaneously transmitting over the same channel, apd ity Then, we have the following theorem on the trartspo
the guard zoné\ > 0, the following condition holds. capacity of an arbitrary network
| Xe — X5 > (1+A)|X; — X ) Theorem 2:The upper bound on the transport capacity of
or X;'s beam does not cover node; an (m, c)-network is shown as follows.

whereX; not only denotes the location of a node but refers to 1) When £ is O((35)*n), the transport capacity is

the node itself. In this model, each node is equipped with one O(% /") bit-meters/sec.

single directional antenna that can operate avehannels. 1) When 2 is Q((g%)’n), the transport capacity is

Fig. 4 shows that a transmission from nalig will not cause O(W =) bit-meters/sec. O

interference toX;’s transmission since the antenna beam of The network capacity of &1, 1) network isO(%/n) bit-

X}, does not cover receivex ;. meter/sec, which matches the result obtained by [9]. Thus,
Gupta and Kumar [1] established a physical model in whigitn SC-DA can be regarded as a special case of Mi@-

the success probability of a transmission is related to tMDA network whenm = ¢ = 1. When £ is O((£)%n),

Signal-to-Interference-Noise Ratio (SINR). When flaging an MC-MDA network has a capacity gaif= over anMC-

factor is greater than two (it is common in a real world), th&Omninetwork, and a capacity ga@\/? over anSC-Omni

physical model is equivalent to the interference model.sThunetwork, wheren can be greater than

we will only consider the interference model in this paper.

directional
antenna

B. Receiver-based Interference Model

B. Constructive Lower Bound
IV. TRANSPORTCAPACITY FOR ARBITRARY NETWORKS In this section, we construct a network that can achieve

Since the capacity of aMC-MDA network is affected by the capacity ofQ(MINo (% VR, W) bit-meters/sec
two factors, i.e., the interference among concurrent trégts in order to show that the upper bound derived in Section
sions and the number of simultaneous transmissions on I&PA is tight. First, we divide the unit-area into a number
interface, we derive different upper bounds when consideriof equal-sized cells and each cell has the same number of
these two factors, respectively in Section IV-A. To illegg nodes. In each cell, to ensure collision-free transmission
that the upper bounds are quite tight, we construct a netwavke separate transmitters and receivers at different pasiti
that can achieve the lower bounds having the same orderaofd their antenna beams are aimed to proper directions. For
the upper bounds in Section IV-B. example, all transmitters adjust their antennas t8 8@st of
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a unit-area plane

Hence, the capacity of af(l,c¢)-network to be
Q(MINo(%\/Z,WZ)) bit-meters/sec. By Lemma

. 1, we extend the result from &1,c)-network to an
i (m, c)-network. Thus, the capacity of afim,c)-network
C}gy//g/ Tt /lgg/L///T"?/““b"‘“’mb“s is  QMINo(% /ﬁ,Wﬁ)) bit-meters/sec. As
! 1> 1, the capacity iS2(MINo (%, /T2 W/ me)),
Fig. 5. A possible placement of nodes within a cell "lehe lower bound has the same order of the upper bound.

Thus, the upper bounds that we obtained in Section IV-A are

tight. So we have a theorem on the achievable capacity.

due north and all receivers point their receiving antenas t",.orem 3:There is a placement of nodes and an assign-
30° west of due south. Then, we illustrate that this placemept, . ¢ traffic; patterns such that

can guarantee correct transmissions for all communicating
pairs. Using the result in [8], we can extend the result of a
(1, ¢)-network to that of anim, ¢)-network. This lemma also

i) When £ is O((£)?n), the transport capacity is
Q(% /™) bit-meters/sec.

c

.o c . 9 . .
holds for a network using directional antennas instead. i) Whennmm is Q((5;)?n), the transport capacity is
Lemma 1: [8] An (m, ¢)-network can support at least half QW) bit-meters/sec. 0

of the capacity supported by (@, | <]) network. 0

o . . ! . Some Possible Implications
We exhibit a scenario where the lower bound is achleve(f P

(1) Each node is equipped with a directional antenna with Using directional antennas to multi-channel network is-ben

beamwidthd. Let g = min(23<, %), which will be used to €ficial to to improve the network capacity. Directional amntas
calculate the capacity of the network. We divide the unétsar Can separate multiple concurrent transmissions and iserea

plane into#‘ﬁq equal-sized rhombi. Thus, each cell @5_9 spatial reuse. A small number of channels can be reused

nodes. Since the total area is 1. each cell has a siﬁgét in different directions without collisions. So, the numlisr
' 3679 " interfacesm can be greater than the number of channels

All sides of every rhombus has a length- |/ 77505 ¢, which is different from the results in [8]. Since: has

(2) As shown in Fig. 5, we further divide every cell intohe maximum value2z¢, an MC-MDA network can have
(2r +1)? equal-sized sub-rhombi and plaée’? nodes into . o 2‘,’, . I .
18 positions, which are divided into two groups, namely (A"i1 capacity gainsg- \/; which has a significant increment
R1,R2,...,R9 (white dots in Fig. 5) and (B) T1,T2,... Togh CVer an MC-MOmni network. Bu_t, the_ number of antennas
dots in Fig. 5). So there ar%g,_q nodes in each position. Nodesshould not be set too large. A single interface can only share
that are placed at group (A) play as receivers and thoseglagee capacity gain ofF \/% which is decreasing when the
at group (B) act as transmitters. Two neighboring trangmstt number of interfaces increases. The number of antennasos al
are separated at Iea%i times side-length of a sub-rhombuslimited by the size and cost of antennas. There is a trade-off
After some derivations, we obtain the transmission range (between the number of antennas and the cost.
is the diagonal length (see Fig. 5))= z_wl_H 72ngélsi+ncgs9). With decreasing the beamwidﬁh the capacity is growir?g
Here, 27, sinf and cosf can be regaﬁded as constants. Sfc?suy' However, the capacity will not grow arbitrarily hig

1o when the beamwidth decreases further and even approaches

r= klg/ 274, wherek; is a constant. to zero. Yi et al. [9] have observed that when the beamwidth

(3) Consider a pair of communicating nodé&$ and X; is too small, the interference has been fully reduced anathe
that are located in TS5 and R5, respectively. TXigs antenna is no any further improvement by decreasing the beamwidth of
is adjusted to faceX;, and the antenna aoX; is pointed to the antennas. Actually, when the beamwidth is narrow enough
X; as well. Thus,X; is only affected by the nodes that argmore specially, less than a certain angle) a transmissaon c
in the same line as(;. From Fig. 5, the nearest interferingyield a high success probability. That is, the transmissiam
nodes within the cell, other than those located in T5, must be regarded as collision-tolerant [19]. It is observed ihat
located in T3, which is at least a distancer¢t + A) away the beamwidth is less thaf; (i.e., 15°) and nodes are not
from X; (whereA = 2t > (). Thus, under the interferencedensely distributed and both directional antennas are used
model Eq. (1), the transmission between nodgsand X; is at the transmitter and the receiver, then the probability of
not affected by other transmissions in the network, and thisiccessful transmission is greater ti@%.
result holds for all communicating pairs.

In a (1, c)-network, there are at most/2 pairs of nodes V. THROUGHPUTCAPACITY FOR RANDOM NETWORKS

that can transmit. Each pair transmits at a rateVBfc  piferent from arbitrary networks, the capacity of random

over a distance. Hence, the total transE)/éth capacity of th@etworks is affected by three major factors [8jetwork
n

network  is rjotzgreateer thagy *=r = 53Tkiy/2mg/(nf).  connectivity interference and destination bottleneckSo we
53203”9 = m_m(%?%—,,)- Thus, total capacity is bounded bygerive different upper bounds under different factors intfe
BEW /T if g = %€, otherwise it is bounded by W% \LA. We evaluate random networks with throughput capacity

if g= 3”6—1 instead of transport capacity because throughput capacity




commonly used to evaluate random networks (e.g., [1], [BoStO(MINo (s /o, W\ /T2 , Wmnloglogn )y hits/sec.

logn’ 6 c clogn

and [9]). In order to prove that the upper bounds are quitgus, we have the following theorem on the upper bound on
tight, in Section V-B, we construct a network that can ackieyhe capacity of random networks.

the lower bounds having the same order of the upper boundstheorem 4:The upper bound on the capacity of a random
A. Upper Bound network is as follows.

< is O((L)2 ity i
As we mentioned before, the capacity of multi-channel 1 Wh;nm 7|ls O((_Qﬂ) 1Og?l)’ the thrO.Uthl.Jt caeacny IS
random networks using directional antennas is limited kg th O(e_zg/ Toar) bits/sec with a capacity gain 6fz- over

following three constraints [8]. an MC-MOmninetwork.
1) Connectivity constraint When we say a network is 2) When % is  Q((L)*logn) and  also
connected, we mean that a network is conneeibg. This O((%)Qn(%ﬁ), the throughput capacity is

constraint is necessary for a random network to ensure that 0(% /T bits/sec with a capacity gain o%eﬁ over
the network is connected. When each node is equipped with  an MC-MOmninetwork.

directional antennas in a random network, a high connégtivi 3) When< is Q((%)%(%)?), the throughput capac-
a

can be gained. Previous work [9] found that the upper bound ity is O(Wmnllog logn) bits/sec.

of a random network using directional antennas at both the . v

transmitter and the receiver ©(%, /) bits/sec. This When s, is O((57)" log n), anMC-MDA network has a ca-
_ _ 924/ logn : pacity gaindz? /02 over anMC-MOmninetwork. The reason is

bound is also applicable C-MDA networks. that directional antennas greatly improve the network egan

2) Interference constraintThe capacity of multi-channel tivity. Similar to MC-MOmninetworks, the ratio of to m has

random netyvorks using directio_nql antenngs is also cogy impact on the network capacity. Whénis Q((%)z log n)
strained by interference. Thus, S|m_|lar 'Fo ar_bltrary neksy 4.4 a|300((2i)2n(10{519gn)2)’ the capacity of aMC-MDA
by Theorem 1, a random network with directional antennas . T . .

W e : . network isO(4- /™), which has a capacity gain &f over
have O(-- /™) bit-meters/sec. Since each pair of source- V¢ . log los
OV e - : MC-MOmni network. When=< is Q((£)%n(0aloan)2)

destination in a random network is separated by a distarfte . T nlozlorn logn /2
of ©(1) meter on average, the network capacity of randofi€ capacity of aMC-MDA is O(=£25=), which is the
networks is at mos()(% ) pit/sec. same as atiC-MOmninetwork. _

3) Destination bottleneck constrainfThe capacity of a An SC-DAnetwork can be regarded as a special case of an
multi-channel network is restricted by the fldwtoward a MC-MDA network whenc = m = 1. Whenc = m = 1, the

destination node. Before calculating the upper bound und@pacity of anSC-DAnetwork can fall intoO( gy , /o) or

logn

bottleneck constraint, we need to bound the maximum num@(%\/@), which is related tdogn (logn > 1 or < 1).

of flows for a destination node first. Similarly, an SC-Omninetwork can be regarded as a specific
In a random network, a node randomly chooses its destingase of anMC-MOmninetwork, whenc = m = 1.

tion. Thus, it is possible that a node assembles multiplesflow _

Let F(n) be the maximum number of flows for a destinatioff: Constructive Lower Bound

node. The process of choosing a destination node can bd0 prove that the upper bound in Section V-A can be quite

regarded as randomly throwing a ball into a bin, which i#ght, we begin to construct a network and then design a

similar to [20]. Hence, we use the result of [20] and haw®uting scheme and a transmission scheduling mechanism as

Lemma 2 to bound the maximum number of flows for #ollows. Step 1 (Torus Division)we divide the unit-area plane

destination node. into even-sized squares. The size of each square suffiess thr
Lemma 2: The maximum number of flowB'(n) from other ~constraints mentioned previousiBtep 2 (Routing Construc-
nodes to a chosen destination@$101gf’lgogn), whp. ;o fion): we design a routing scheme that assigns a flow to a node

In an (m, c)-network, each channel supports a maximumwith balanced flows at each node. In the following, we will find
data rate of bits/sec. Suppose that nodé¢ that is the that the total flows assigned to any node is only determined
destination of the maximum number of flowd(n). Hence, by the square sizeStep 3 (Transmission Schedulingye
the total data rate at nodg; with m antennas ié’Vc_m bits/sec. consider a(1,c)-network. To ensure the network satisfies
Since nodeX; has F(n) incoming flows, the data rate oftwo additional constraints (which was used in [8] and will
the flow with the minimum rate is at moscip% bits/sec. be described in details later), we propose a transmission
Hence, the minimum per-node throughput capacity is n&€heduling mechanism to ensure a collision-free transomiss
greater tha%, which implies that the network capacitywithin that channel. Finally, we (_)btain f[he cap_acity dflac)- _
is at mostO (22 ) pits/sec. Substituting’(n) by Lemma 2, network. Using Lemma 1 mentloneql in Secthn IV-B (which

cF(n) also holds for a random network using directional antennas)

[P Wmnloglogn H
the network capacity is at mosl(“==7r5, =) bits/sec. we extend the result to afm, c)-network and obtain the

Combining the three bounds under the three con- .
(;[onstructlve lower bound.

straints, we obtain that the network capacity is a o - . .
pactty Step 1 (Torus Division)We divide the unit-area plane into
5In this paperwhp means with probability> 1 — 1/n equal-sized squares. The size of each square denotethby
6The traffic from a source node to a destination node is callédva must satisfy the three constraints mentioned in Section. V-A



It is found in [8] that when the size of each square is greaterStep 3 (Transmission Schedulingje consider a scheduling
than a certain value, each square must contain a certainerungzheme for 41, ¢)-network. Any transmissions in this network
of nodes. So, it can guarantee successful transmissions fnmust satisfy these two additional constraints simultasiou
source nodes to destination nodes. We state their lemma héjeeach interface only allows one transmission/reception a
Lemma 3: [8] If a(n) is greater than”%, each cell has the same time, and 2) any two transmissions on any channel
O(na(n)) nodes per cellwhp. g should not interfere with each other.
To simplify the calculation, we takéoojlﬂ for a largen. We propose aime-division multi-acces§TDMA) scheme
Itis found in [9] that in a random network, using directionato schedule transmissions, which satisfy the above two con-
antennas at both the transmitter and the receiver can redgteaints. In this scheme, a second is divided into a number
the interfering area by%)? Since the number of nodes isof edge-colorslots and at most one transmission/reception is
proportional to the size of the area, the number of intemferi scheduled at every node during each edge-color slot. Hence,
nodes is reduced by )2. In other words, the interference-the first constraint is satisfied. Each edge-color slot can be
tolerant capability of a node is increased (05;)2. Thus, for further split into smallemini-slots In each mini-slot, each
a (1, c¢)-network,a(n) is equal tOmax(w‘”%, £(L£)2). transmission satisfies the above two constraints. Suppase t
To ensure the flow bottleneck constraint, we tal;qln—))Q an omnidirectional antenna needs channels to separate
as another possib'e value f@(—n), WhereF(n) — @(log)lgogn) concurrent transmissions. IntUItlvely, directional aT.“HS .Can
(by Lemma 2). Then, we have reduce the number of channels(tg-)%c; because directional
antennas can separate the current transmissions if both the
100logn ¢, 0 , 1, . . Lo
—— —(=—=)*),(=—=)°) (2) transmitter and the receiver use directional antennass,Thu
noomo2m F(n) the number of mini-slots is reduced by a factor(eff:)2.
If a node in cell B interferes with another transmission in Then, we describe the two time slots as follows. Fig. 6
cell A, this cell is called amnterfering cell We prove that the depicts a schedule of transmission on the network.
_nu_mber of interfering cells around a cell is a constant, Whic (i) Edge-color slot First, we construct a routing graph in
is independent ofi(n) andn. Thus, we have Lemma 4. \yhich vertices are the nodes in the network and an edge
Lemma 4: The number of cells that interfere with any givernyenotes transmission/reception of a node. In this cortitryc
cell is bounded by a constahi (wherek; = 81(2+A)* =), one hop along a flow is associated with one edge in the routing
which is independent od(n) andn. _ graph. In [8] and [22], it is shown that this routing graph
Proof: The detglled proof is §tated in Appendix B O can be edge-colored with at m@(l/@) colors. Then,
Step 2 (Routing Construction)Ve construct a simple rout- .« givide one second int@(l/@) edge-color slots and

ing scheme that chooses a route with the shortest distanc%;;%h slot has a length d®(y/a(n)) seconds. Each slot is
forward packets. A straight line denoted by S-D !'ne,'s PEFS! stained with a unique edge-color. Since all edges conrgctin
through the cells that source node S and destination nod a vertex use different colors. each node has at most one

are located. Packets are delivered along the cells lyinien 'fransmission/reception scheduled in any edge-color tilote s

source-destination line. Then, we choose a node within eaCh(ii) Mini-slot: We further divide each edge-color slot into

ceII_ lying on the straight line to carry that flow. The.nOd?nini-slots. Then, we build a schedule that assigns a trassmi

d is divided into t b-st mgi%tn to a node in a mini-slot within an edge-color slot over a
procedure '_S Vided Into two Sub-SIeps. . '_Lhannel. We construct dnterference graptin which vertices
Step 2(a) source and destination nodes are assigned. ol the nodes in the network and edges denote interference

- X oar
any flow that originates from a cell, source node S is as&gnggetween two nodes. By Lemma 4, every cell has at most a
to the flow. Similarly, for any flow that terminates in a cell ’ '

: . . 9
destination node D is assigned to the flow. After this Stegggf\tigltl ?]:g?s;g );n;%gzgqucﬁgfnm;hﬁ f‘le"rfgcs%()ae{c?\nr?o de

only those flows passing through a cell (not originating s at mosO((gi)Qna(n)) edges in the interference graph. It

terminating) are leftStep 2(b)we assign the remaining flows.ia shown that a graph of degree at mbs@n be vertex-colored

To balance the load, we assign each remaining flow to a ng h at mostk + 1 colors [22]. Hence, the interference graph

. . W
that has the least number of flows assigned to it. Thus, eacc‘,jbn be vertex-colored with at mo((£)2na(n)) colors.
node has nearly the same number of flows. 2

It is found in [21] that the number of S-D lines passin Jhen, we useks (57)?na(n) to denote the number of vertex-
through any cell isO(n+/a(n)), whp. Sincea(n) is chrz)sen Lolors (whereks is a constant). Two nodes assigned the same
baseg on é 2 ang isa 7:ea;ter tr;lHDO o a/n each cell vertex-color do not interfere with each other, while two aesd
has@(na(n)c)}.nodes (b Lgemma 3) Bes%?asn,each cell héss'fained with different colors may interfere with each otisar,

y ST ' We need to schedule the interfering nodes either on differen
O(ny/a(n)) flows andStep 2(§)aSS|gns nearly the Same NUM 4 o nnels, or at different mini-slots on the same channel. We
ber of flows. SoStep 2(b)assigns to any node in the network ' o '

A _ : 0 \2 kzna(n) i
at mostO(1/+/a(n)) flows. Combining withStep 2(a) the divide each edge-color slqt 'nttﬁ(%). c mini-slots
total flows assigned to every nodemlJrF(n)Jrl/m), on every channel, and assign the mini-slots on each channel
which is also dominated b@(1/,/a(n)) (note thata(n) is from 1 to (%)QWLTG(H)] A node assigned with a colox,
at most(1/F(n))?, henceF(n) is at mostl/+/a(n)). 1 < s < (££)%*ksna(n) is allowed to transmit in mini-slof: |

a(n) = min(max(



<— one second Iﬁ

e | | | B
1 1 L 1 1

and reducing interference. Whef is O((+=)*logn), the

\

< edge-color Siot “zem capacity isO (4% Ioe ), Which is obtained under the connec-
) _cage-color sTot —
2 tivity constraint. This capacity has a capacity gégﬁ over
31 R an MC-MOmni network. This result implies that directional
< : f antennas can greatly improve the network connectivity. Whe
"mini-slot ' = is increased ta((%)logn), the throughput capacity
_ o degrades tO (Y ,/™=). At that time, directional antennas
Fig. 6. The TDMA transmission schedule can significantly mitigate the interference and the netwak

a capacity gain of.

On the other hand, using multiple channels can help to
solve the problems of hidden terminals and deafness caysed b
edge-color slot has a length &8(y/a(n)) seconds. Each girectional antennas. The.directi.onal hidden terminabmm

R ) o' \2 kana(n) o appens when a transmitter fails to hear a prior RTS/CTS
edge-color slot is divided intol (57)* === | mini-slots gychange between another pair of nodes and cause collisions
over every channel. Therefore, each mini-slots has pg initiating a transmission to the receiver of the ongoing
length of Q(%) seconds. Since each chantransmission. The deafness problem occurs when a traesmitt

{(F)QT ) ) fails to communicate to its intended receiver, because the
nel can transmit at the rate of bits/second, in each e eiver's antenna is adjusted in a different directiomall et
mini-slot, A(n) = O ‘Q’V ,i(fﬁ(n) ) bits can be trans- al. [23] solved the deafness problem by using two interfaces
of ()2 rametl | which are tuned to two different channels. Both the hidden
ported. Since [(%)Qkanfa("ﬂ < (%)“3%"(") + 1, we terminal and deafness problems were mitigated by sending

W/a(n . busy tones over another channel from an omnidirectional an-

have, A(n) = %)2k3n¢5(7)1)+0) bits/sec. HenceA(n) = tenr¥a [24]. Thus, integrating multiple channels with diiegal
Q(MINO((iy:/ —. W\/CW)) bits/sec. Since each flow antennas can improve the network performance further.
is scheduléd in" one mini-slot on each hop during one VI. CONCLUSION
second interval and every source-destination fI_ow can SUPpreyious studies [2]-[7] focused on using multiple chasnel
port a per-node throughput ok(n) bits/sec, within one j, \ireless networks to improve the network performance.
second, there areQ(MINo((i)z%7 W"W)) bits However, since only omnidirectional antennas are equigped
transmitted. Thus, the network ganpacity is\(n) = every node in such networks, the improvement on the network

- Win/a(m) \\ o capacity is limited by high interference. Other studies-[2]
Q(MINO((%)Q\/@v o)) bits/sec. found that using directional antennas instead of omnidirec

Then, we extend the result to an(m,c)- tional antennas in networks can greatly improve the network
network, and the capacity of an(m,c)-network is capacity. But, such single-channel networks using dioecti
QM INo(—W 7Wmn\/m»' From Eq. (2), the antenngs only allow limited concurrent trgnsmissions.

(Z)2Va(n) ¢ In this paper, we propose a novel wireless network that
size of each cell ismin(max(*%2%", £(2)?), (5155)%), integrates multi-channel and directional antennas. Weveler

where F(n) = @(log’i’g‘n). Substituting the three values, wethe upper bounds and lower bounds on the capacity under

on channels modc) + 1.
Let us analyze the capacity of thg,c)-network. Each

have the following theorem. arbitrary networks and random networks. We have found
Theorem 5:The constructive lower bound on the capacityhat using directional antennas in multi-channel netwaortis
of an (m, ¢)-network is as follows. only can enhance network connectivity but also can mitigate
1) When < is 0((21)21%”) an) = O(}82) the interferences. Meanwhile, using multiple channels alspshe
m I ! n /! . .
network capacity m(e_mg 1) bits/sec. tq solye the hidden terminal and deaf p_ro_blems [12] caused by
s V eog; directional antennas. Therefore, combining multiple cleds
2) When 55 is  Q((37)°logn)  and  also yith directional antennas can achieve significant impraweim
0((%)271(%)2) and a(n) = ©(%), the on the network performance.

network capacity i2(%- /™).
3) When £ is Q((£)*n(Ele")2) and a(n) =

logn
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APPENDIXA

We defineH to be the total number of hops traversed by all bits
in T seconds, i.e.H = E?ZlT h(b). Therefore, the number of bits
transmitted by all nodes withifi’ seconds is equal t&l. Since each
node hasn interfaces, and each interface transmits over a channel
with rate W/c, the total number of bits that can be transmitted by
all nodes over all interfaces is at mo‘éigf—m. Therefore, we have

(4)

It is shown in [8] that each hop consumes a disk of ra@uﬁmes
the length of the hop around each receiver, ., ;.

Meanwhile, from the second condition of Eq. (1), only when a
node adjusts its beam toward a receiver and the receiverlys on
affected by the nodes within its antenna beam, as shown iMF@Qn
average,% proportion of the nodes inside the reception beam will
interfere with the receiver. Thus, the conditional intesfece zone

) A h 0 A%/ h
area |S§[7T(?Tl:)2§ = 16—‘"(7"1))2

AnT nm
H = 07 ) < When

AnT

Then, we have the constraiff),"" ') 2202 (;h)2< Wy,
which can be rewritten as
AnT x—~h(b -
b=1 ;f:i 7 (r0)? < i ®)
Since the quadratic function is convex, we have
AnT h(b AnT h(b L
o O & < S S 0 ©
Therefore, combining (5) and (6) yields
AnT h(b) R /16nWTH
b=1 h=1 Ty S A202 (7)
Then, substituting (4) in (7) gives
AnT h(b) n WwWT 8Tnm
b1 2onea s < Xg /P ®)
Finally, we substitute (3) in (8), and obtain
AnL < 3G/ = 9)

This proves that the network capacity of an arbitrary nekwisr
O(%,/%) bit-meters/sec. Compared with the result in [8], i.e.,

the capacity of aMC-MOmninetwork is & | /22 an MC-MDA
network has a capacity gain ég 0

APPENDIXB

Proof of Lemma 4: Suppose that there is a cell D that can transmit
with its 8 neighboring cells. The transmission range of eaatie in
cell D, r(n), is defined as the distance between the transmitter and
the receiver. Since each cell has the size), r(n) is no more than
34/a(n) (if including the cell itself, there are 9 cells).

From the interference model Eq. (1), the transmission isessful
only when the interfering nodes af@ + A)r(n) away from the
receiver or the interfering nodes will not cause interfeerat
the receiver (the beams of the interfering nodes do not ctwer
receiver). Let us consider that a transmitt&; within cell B is
transmitting a data packet to a receiv€r within cell A. Since the
transmission range betweéfy and X; is r(n), the distance between
two transmitterX, and X; must be less thaf2 + A)r(n), if X
causes the interference witki;. Thus, an interfering area is loosely
bounded within a square with an edge lengtt3¢ + A)r(n).

Proof of Theorem 1: First, we consider a unit-area plane which  Meanwhile, to ensure a successful transmission, the beéthe o
hasn nodes arbitrarily placed. There arechannels available in the two nodes are pointed at each other. Therefore, only thesnaithin

network. The whole network transpor#siT bits over T seconds.
Let the average distance between the source node and tliratiest
node of a bit bel. Thus, a transport capacity afL bit-meters per
second is achieved.

Let us consider bib, wherel < b < AnT. Suppose that bib
moves from its source to its destination in a sequenck(bf hops,
where theh-th hop traverses a distance «ff. Then, we have

AnTL < ZA:LT ;:g rf

b=1

@)

the receiving beam ofX; can interfere with the reception a;.
Furthermore, only when a transmitter adjusts its beam todabeiver,
it can interfere with the receiver. Therefore, the intarfgiprobability
is (£)°.

Combining the two observations, there are at mast

W (L)% = 81(2 + A)*-Z; interfering cells. Hence,

the number of interfering cells is bounded &}(2 + A)Q%, which
is a constank, independent ofi(n) andn. 0



