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Abstract—Optimal location querying (OLQ) in road networks
is important for various applications. Existing work assumes no
labels for servers and that a client only visits the nearest server.
These assumptions are not realistic and it renders the existing
work not useful in many cases. In this paper, we introduce
the KOLQ problem which considers the k nearest servers of
clients and labeled servers. We also proposed algorithms for
the problem. Extensive experiments on the real road networks
illustrate the efficiency of our proposed solutions.

Index Terms—KNN, Optimal Location Query, Road Network

I. INTRODUCTION

Optimal location query is a basic operation in applications

such as location planning, location-based service, location-

based analysis on road networks1, and profile-based marketing

[1]–[11]. Consider a road network on which a set of clients

and a set of servers are located, the goal of optimal location

query (OLQ) in road networks is to obtain a location to build

a new server, so that a certain objective function calculated

based on the clients and servers is optimal, after the server

is established at this location. The MaxSum objective [5] [7]

[10] [11] is a function for an optimal location at which a new

server can attract the greatest number of clients.

In existing work on OLQ, no class labels are given to

servers. In reality, class labels such as the fast food brands

KFC and McDonald’s are typically associated with the servers.

Servers with the same class label have a collaborative relation-

ship, but servers with different class labels have a competitive

relationship. When a new server with a class label is built,

we want to maximize the benefit of all collaborative servers

(which includes the new server) with the same class label, and

the benefit is measured by the expected number of attracted

clients.

The second limitation of existing OLQ algorithms is that

clients are assumed to visit the servers nearest to them. In

reality, clients may choose servers that are not too far. In this

work, we allow a client to have a tolerance range defined

by a number k for selecting servers. A client may visit any

of its k nearest servers with a certain probability, and such

probabilities for a client sum up to 1. The probability of

visiting the i-th nearest server can vary from clients to clients.

1http://www.esri.com/software/arcgis/extensions/networkanalyst

The assumption of previous work that a client visits only its

closest server is a special case where the probability of visiting

the nearest server is 1, and that for the next k − 1 nearest

neighbors is 0. It is noticed that the visiting probabilities of

k nearest servers is also studied in the MaxBRkNN problem

[12].

With the consideration of class labels and the visiting prob-

abilities, we introduce a new objective called KMaxSum which

denotes the expected weighted sum of the clients attracted by

all servers with the same class label. The problem of KNN-

based optimal location querying (KOLQ) in road networks

with the KMaxSum objective is called KMaxSum querying.

To the best of our knowledge, this is the first study consider-

ing both server labels and KNN servers in road networks. The

contributions of this paper can be summarized as follows. (1)

We propose the problem of KOLQ with the KMaxSum objec-

tive, which is more natural compared with the existing OLQ.

(2) An algorithm called MAS is designed for the KMaxSum

querying, in which pruning techniques are introduced based

on the idea of the k nearest location component (KNLC). (3)

We conducted extensive experiments on the real world road

networks of San Francisco (SF) and Colorado (COL) to show

the efficiency of our proposed algorithms.

The rest of this paper is organized as follows. Section

II reviews the related work and point out the difficulties of

adopting existing OLQ methods to KOLQ. Section III gives

the problem definition. Section IV introduce our proposed

query algorithms. Section V reports on the empirical study

and Section VI concludes the paper.

II. RELATED WORK

Various topics on road network are studied in recent years.

Some works focus on the efficiency of the shortest paths

calculation, [13] proposes a well-separated pair decomposition

method, based on which a path oracle is built to help retrieve

an intermediated link in the shortest path. [14] proposes an

efficient index, called distance signature, for distance compu-

tation and query processing over long distances. Some works

focus on querying on the network, for example, the processing

of KNN, continuous KNN queries, and reverse KNN on

spatial network [15]–[17]. Among all kinds of querying, the

optimal meeting point (OMP) query [18], is also a location
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determination problem, but with different target to ours. Its

goal is to find a location that minimizes the sum of network

distance from a given set of points. One important discover of

OMP is the location should be one of the split points. For a

point p in the given point set, a point x on edge (u, v) is called

a split point if the shortest path from p to x going through u
has the same length as the one going through v. However, this

discover can not be applied in our problem.

The optimal location query, originating from the facility

location problem, also known as location analysis [1]–[4], has

been extensively studied. Recently, researchers in the database

community are paying attention to this problem because of its

broad applications, especially for road networks. We highlight

some of the related work below.

The goal of MaxBRNN problem [1] is to obtain an opti-

mal area to establish a new server to attract the maximum

clients. The first polynomial-time complexity algorithm for

the problem was introduced in [19] and some extensions

of this algorithm were studied in [20]. An approximation

approach was introduced for the MaxBRNN problem in [21].

An improved algorithm for MaxBRNN was given in [22].

Zhou et al. [12] first pointed out that clients may have

different probabilities visiting their k nearest servers, and

MaxBRkNN, a generalization of MaxBRNN, in the Lp-

norm space was studied. A region partition based algorithm,

MaxFirst, was proposed to solve MaxBRkNN effectively.

However, this work is very different from ours. We explain

as follows. Firstly, the objective functions are different since

we consider class labels of servers. In KOLQ, clients attracted

by the servers similar to the new server (i.e. all servers

with the query label) are considered. With the query label,

the relationship between the clients and the servers becomes

more complicated. For example, supposed k = 2, a client

has equal probability to visit his nearest server and second

nearest server, i.e. P̃1 = P̃2 = 0.5, and there is only one

client with KFC as his nearest server and McDonald’s as

second. The solution for MaxBRkNN is to make the new

server the nearest server. Consider two queries of KOLQ.

Query 1: The query label is KFC. In this case, whether the

new KFC becomes the nearest server or the second, KFC

will attract the client totally. Query 2: The query label is

McDonald’s. Wherever the new McDonald’s is, McDonald’s

cannot totally attract the client, hence the best solution is

anywhere. We can see that the solutions of KOLQ are totally

different from MaxBRkNN. Secondly, our KOLQ problem is

based on the road network environment instead of the Lp-

norm space. MaxFirst benefits from the easy judgement of

the intersection between a rectangle partition and an NLC

(Nearest Location Component), which is a circle in Lp-norm

space. However, similar judgement will be complex in road

network since an NLC becomes a set of line segments. Another

problem for adapting MaxFirst to road networks is that the

lower bound of a rectangle partition is not achievable since an

NLC in road network cannot cover a rectangle partition.

The OLQ problem with road network setting was firstly

studied by Xiao et al. [5], and an efficient algorithm was

presented. An extension of the OLQ problem with dynamic

clients and servers was studied in [7]. Recently, a more

efficient algorithm for the OLQ problem was proposed in [10],

[11]. [23] first studied the exact solution for the OLQ problem

with multiple new servers. [24] studied a static version and a

dynamic version of OLQ with the MaxSum objective. There is

a study about isochrone queries in a multimodal network [25],

which is similar to the OLQ query. Xu et al. [26] studied the

problem of proximity queries among sets of moving objects in

road networks. The OLQ without the customer locations was

studied in [27].

The existing OLQ does not consider server labels. Even if

OLQ considers server labels, it is still different from KOLQ.

First we explain how OLQ may handle labels. Given a query

server label l, our target is to build a new server with the query

label l to maximize the number of clients attracted by all the

servers with label l. Then we can simply remove those clients

which have already been attracted by the existing servers with

the query label. After that, we build a new server that can

attract the most remaining clients, which becomes the problem

of OLQ without label. However, in KOLQ, clients are attracted

to servers with probabilities, which may change after the new

server is built, therefore, we cannot easily transform KOLQ

with server labels to OLQ without server labels.

The algorithm in [28] was proposed to find an optimal

location instead of an optimal region for the L1-norm space.

The algorithm in [29] was to obtain a location to build up a

new server so that the average distance from each client to

its nearest server is minimized. The problem studied in [8] [9]

was to choose a location from a given set of potential locations

to build up a new server, in order to minimize the average

distance between the client and its nearest server. Compared

to the aggregate nearest neighbor queries [30]–[32], we try to

find an optimal location for a new object instead of a set of

given objects. Though the objectives for the BRNN problem

[33] and the reverse top-k problem [34] are similar to ours

in some way, their algorithms cannot handle road network.

The probabilistic reverse nearest neighbor queries studied in

[35] [36] is also related to BRNN but they consider uncertain

databases.

Our discussion in the above shows that KOLQ cannot be

solved by existing algorithms for OLQ or BRkNN. We need to

design new algorithms for this problem. The candidate points

for the optimal location can be limited by only considering

a small set of clients for the MinMax objective [10] and can

be limited to the vertices for the MinSum objective [5] [37].

Such nice properties for the candidate points do not apply

to our problem, it is challenging to find the optimal location

efficiently for KOLQ.

III. PROBLEM DEFINITION

Given a road network G = (V,E), V is a set of vertices

and E is a set of edges. For each edge e = 〈vl, vr〉 of G, vl is

the left vertex of e and vr is the right vertex of e. We define

the distance between two locations on the road network as the

network distance metric, which is represented by d(·, ·). We
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(a) G(V,E)

(b) KNLC

Fig. 1: A running example

use a positive weight w(c) to indicate the importance of the

client c, (e.g. w(c) is the population while c is a residential

estate). For simplicity, we assume that each client weight is

equal to 1 and the probability for visiting the i-th nearest server

of each client is the same in all the examples.

Example. As shown in Figure 1(a), there is an example

of a road network G with 5 vertices, namely v1, v2, ..., v5,

6 servers, namely s1, s2, ..., s6, and 3 clients, namely c1, c2
and c3. The distance between the two end-points of the line

segment is shown by the number nearby. v1/c1 shows that c1
locates at v1, and so do v2/c2 and v3/s3. Each client (server)

is assigned to one edge in G.

Given a set L of class labels, each server is associated

with a class label l ∈ L. For example, in Figure 1, L =
{white, black}, where a white (black) server is represented

by a white (black) dot. Servers with the same (different)

label are called similar (dissimilar servers) servers, and have

a collaborative (competitive) relationship. For example, in

Figure 1, s1 and s3 are similar, but s1 and s2 are dissimilar. In

particular, the query label is the class label of the new server

to be built in MAS.

Given any point p on G, we denote the i-th nearest

server of p in S by NNi(p, S), and the distance between

p and NNi(p, S) is denoted as p.disti, i.e., p.disti =
d(p,NNi(p, S)). For example, in Figure 1(a), NN1(c1, S) =
s1 and c1.dist1 = d(c1, s1) = 2.

Assume that each client c ∈ C may be attracted by its i-th
(1 ≤ i ≤ k) nearest server with probability P̃i (0 ≤ P̃i ≤ 1)

such that
∑k

i=1 P̃i = 1.

Definition 1: Given a server set S and a label l of server, the

TABLE I: Some notations used

Notation Description
NNi(p, S) i-th nearest server in S for point p
KNN(c) the set of k nearest servers of c

P̃i the probability that a client is attracted by the
i-th nearest server of the client

f(NNi(p, S)) equals 1 if NNi(p, S) is a server similar to
new server, 0 otherwise

x.disti the distance between x and its i-th nearest
server

P (c, S)
∑k

i=1 P̃i · f(NNi(c, S))
P (c, i) equals P (c, S ∪ {p}) if the new server at p

becomes the i-th nearest server for c
B(c, i) w(c) · P (c, i)
Bo(c) w(c) · P (c, S)
C(e) set of clients whose KNLCs cover the edge e
VC(e) set of virtual clients whose KNLC’s cover the

edge e
vce virtual client associated with edge e
Ce set of clients on edge e

B(vce, i)
∑

c∈Ce
B(c, i)

class probability of a client c, P (c, S, l), is the total probability

of c attracted by servers in S with label l.

Let f(NNi(c, S), l) return 1 if NNi(c, S) has label l and

0 otherwise, then P (c, S, l) =
∑k

i=1 P̃i · f(NNi(c, S), l). By

default, l is the query label (the label of the new server), and

we write P (c, S) and f(NNi(c, S)) without specification for

l. For example, in Figure 1, let’s say the query label is white,

then f(NN2(c1, S)) = f(s2) = 0, since s2 is black. For

simplicity, we sometimes use a location p on the road network

to represent the server located at p. Accordingly, if we build

a new server at location p, P (c, S ∪ {p}) denotes the class

probability of c after building the new server. P (c, S ∪ {p})
is simplified as P (c, i) when the new server at p was the i-th
nearest server of c. We use both notations P (c, S ∪ {p}) and

P (c, i) interchangeably in the following.

Problem: Given a road network G = (V,E), a set C (S) of

clients (servers with labels L) on G, a positive integer k, the

visiting probabilities P̃i (1 ≤ i ≤ k), and a query label l in

L, the KOLQ problem with the KMaxSum objective function

is to find an optimal location po for a new server with the

given query label such that the objective KMaxSum(po) =∑
c∈C w(c) · P (c, S ∪ {po}) is maximized.

Intuitively, the purpose of the KMaxSum query is to find

an optimal location such that the expected weighted sum of

clients attracted by the servers (including the new server) with

the query label is the greatest.

Example. Consider Figure 1. Given k = 3, P̃1 = 0.5, P̃2 =
0.3 and P̃3 = 0.2. Suppose that the query label is white. In

this figure, c1 is attracted by s1 with P̃1, s2 with P̃2, and s3
with P̃3. Similarly, c2 (c3) is attracted by s4 (s6) with P̃1, s5
(s4) with P̃2, s6 (s3) with P̃3. Consider a new white server at

a point p which is between p3 and p4 in Figure 1(b). Then,

KNN(c1) includes s1, the new white server at p and s2.

P (c1, S ∪ {p}) = P̃1 + P̃2 = 0.8. Similarly, P (c2, S ∪ {p})
and P (c3, S ∪ {p}) are obtained. Then, KMaxSum(p) =
w(c1)·P (c1, S∪{p})+w(c2)·P (c2, S∪{p})+w(c3)·P (c3, S∪
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{p}) = 0.8 + 0.8 + 0.5 = 2.1. By calculating the objective

values of other locations, we can see that KMaxSum(p) is

the greatest. So, the point p is an optimal location for a new

white server.

Consider a special case of the KMaxSum query in which

there are only two class labels l1 and l2 and the parameters

are set to be k = 1 and P̃1 = 100%. There are no class labels

in OLQ [5] [7] [10] [11]. But, the new server can be treated

as having l1 and all existing servers can be treated as having

another label l2. Then, the OLQ with the objective MaxSum

is equivalent to the special case of the KMaxSum query. Thus,

the KOLQ with the KMaxSum objective is a generalization
of OLQ with the objective MaxSum.

IV. KMAXSUM QUERYING

For KMaxSum querying, we give some basic definitions

in Section IV-A, a baseline algorithm is described in Section

IV-B, and the main algorithm MAS is proposed in Section

IV-C.

A. Basic Definitions

Firstly, we introduce a key concept called k nearest location
component (KNLC).

Definition 2 (KNLC): Given any client c on road network G,

the k nearest location component of c, KNLC(c), is made up

of k levels, where the i-th level, denoted by KNLC(c, i), is

the set of points on the edges in G with a distance of at most

c.disti from c. Formally, KNLC(c, i) = {p|d(p, c) ≤ c.disti
and p is a point on the edges of G}.

We call c.disti the radius of KNLC(c, i). For example,

in Figure 1(b), the radius of KNLC(c1, 1) is equal to

c1.dist1 = d(c1, s1) = 2. KNLC(c1, 1) corresponds to the

interval [c1, s1] on the edge 〈v1, v3〉 and the interval [c1, p2]
on the edge 〈v1, v2〉.

We say that KNLC(c, i1) is lower than KNLC(c, i2)
if i1 < i2; if i1 > i2, KNLC(c, i1) is higher than

KNLC(c, i2). From the definition of KNLC, we can see

that KNLC(c, i1) ⊆ KNLC(c, i2), if i1 < i2. Also,

KNLC(c, k) includes each level of KNLC(c).
[10] [11] introduce the concept of nearest location com-

ponents (NLC) to enhance the efficiency of OLQ. For each

client c, NLC(c) is a set of points in G with a distance to

c no more than c.dist1. Intuitively, NLC(c) just corresponds

to the first level of KNLC(c), i.e., KNLC(c, 1). Thus, the

concept of KNLC is a generalization of the concept of NLC.

Next, we introduce the concepts of boundary point and slot,

which are used in our algorithms.

Definition 3 (boundary points and slots): For each client

c ∈ C, we say that a point p on G is a boundary point
of KNLC(c) if d(p, c) = c.disti (1 ≤ i ≤ k). Given

boundary points p1, p2, ..., pi on an edge e = 〈vl, vr〉 with

increasing distances from vl. Then, we define each of the

intervals (vl, p1), (p1, p2), ..., (pi−1, pi), (pi, vr) as a slot. If

there is no boundary point on e, then the edge of e (i.e., the

interval (vl, vr)) itself is a slot.

Note that a slot (excluding the end-points of the slot) contains

no boundary point.

For example, in Figure 1(b), p2, p4, s1 and s2 are the

boundary points of KNLC(c1). If k = 3, then the edge

〈v1, v3〉 can be divided into three slots by the boundary points

s1, s2 and s3, namely (v1, s1), (s1, s2) and (s2, s3). Here s3
coincides with v3. Note that the interval is not a slot because

it contains a boundary point p2.

B. The Baseline Algorithm

The first algorithm we introduce is a baseline algorithm

which is based on some properties that are described by two

lemmas in the following.

Lemma 1: For any two points p1 and p2 in a slot, KMax−
Sum(p1) =KMaxSum(p2).

Due to the space constraint, all proofs of Lemmas are in

the appendix. Lemma 1 shows that any two points in a slot

have the same objective value. We define the objective value
of a slot to be that of any point in this slot.

The purpose of KMaxSum query is to find a location p on

G such that KMaxSum(p) is the greatest. The computation

of KMaxSum(p) requires the value of P (c, S∪{p}) for each

client c, which can be computed based on Lemma 2.

Lemma 2: If p is not inside KNLC(c) then P (c, S∪{p}) =
P (c, S). Otherwise, if p is inside KNLC(c) and the new

server at p is the i-th nearest server of c, then

P (c, S ∪ {p}) =
∑

1≤j<i

P̃j × f(NNj(c, S)) + P̃i+

∑
i<j≤k

P̃j × f(NNj−1(c, S))

With Lemma 1 and Lemma 2, we derive a baseline algorith-

m which includes three key steps. (1) The first step is to find all

slots on edges. (2) The second step is to compute the objective

value for each slot. We need to pick a location p inside the slot

and calculate kMaxSum(p), by running a naive Dijkstra’s

algorithm, we may get the clients attracted by the new server

locates at p. We can get kMaxSum(p) in O(|V |log|V |+k|C|)
time. (3) The third step is to select the slot or the vertex (not

boundary point) with the greatest objective value and return

it as the optimal location. The time complexity of these three

key steps is O(k|C||E|(|V |log|V |+ k|C|)).
For any point p on G, p is either in a slot or not. If p

is not in any slot, p is a boundary point or a vertex. Since

a boundary point is not considered for the new server, the

baseline algorithm has computed the objective values for each

possible point for the new server. Thus, the correctness of this

algorithm is easy to verify.

C. The MAS Algorithm

The baseline algorithm needs to compute the objective

values for each possible point. This is costly. In this section,

we introduce an improved algorithm called MAS for the

KMaxSum query. Let Xo denote the possible weighted sum

of the attracted clients before the new server is built. Then,

KMaxSum(p)−Xo is the incremental weighted sum after the
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new server is built at p. If p is outside KNLC(c), then there

is no increase from the client c. This means if we compute

KMaxSum(p) − Xo instead of KMaxSum(p), then we

need not consider any client c whose KNLC does not contain

the location p, that is p is outside KNLC(c). Moreover,

we use the upper bounds for each edge of road network to

reduce the number of edges to be further scanned. Then, the

method of edge scanning is used to find the optimal location

from the remaining edges. As shown in the experiments, the

MAS algorithm can enhance dramatically the KMaxSum query

performance.

1) Upper Bound and Fine-grained Pruning:
Definition 4: The benefit of client c with the new server,

which becomes the i-th nearest server of c, is defined to be

B(c, i) = w(c) · P (c, i) (1 ≤ i ≤ k).

Definition 5: The benefit of c before building the new server

is defined to be Bo(c) = w(c) · P (c, S).

Let C(e) denote the set of clients whose KNLC-

s overlap with the edge e. For each client c ∈
C(e), t(c) is one level of KNLC(c) that overlaps with

the edge e and maximizes B(c, t(c)), namely t(c) =
argmaxi{B(c, i)|KNLC(c, i) overlaps with e}.

Definition 6: For each edge e ∈ E, we define Upp(e) =∑
c∈C(e)(B(c, t(c))−Bo(c)).

Lemma 3: Upp(e) is an upper bound on the maximum

increase for the total benefit of all clients if the new server

is built on e.

The computation of Upp(e) for each edge e is shown in

Algorithm 1. The key idea of this algorithm is to accumulate

the contribution of each client to the upper bound for each

edge overlapping with its KNLC. The main algorithm process

corresponds to Lines 3 - 22. For each client c, we use

Dijkstras algorithm to traverse the vertices in G in ascending

order of their distances to c. For an edge e′ that overlaps

with KNLC(c), we need to figure out with which layers of

KNLC(c) it overlaps. Note that by Dijkstra’s algorithm, there

are at most two chances to access e′(i.e. via its two vertices).

Lines 10 - 12 show the first visit to e′. We know the lowest

layer of KNLC(c) that overlaps with e′ is the ith layer, so we

update Upp(e′) in Line 11 where t is the layer higher than i
and has the highest benefit. Lines 14 - 16 show the second visit

to e′. We know that s is the lowest layer of KNLC(c) that

overlaps with e′ in Line 9, and i is the highest layer, then we

get the layer t′ with the highest benefit between the sth layer

and the ith layer in Line 15, and update Upp(e′) in Line 16.

Dijkstra’s algorithm in Line 5 is the main cost for Algorithm 1.

Since Dijkstra’s algorithm takes O(|V | log |V |) time [38], we

suppose E = O(V ), so Algorithm 1 needs O(|C||V | log |V |)
time in the worst case of traversing the whole road network.

Based on the upper bound for each edge, we propose a fine-
grained pruning strategy as follows. Edges are examined in

non-ascending order of their upper bounds. Then, the method

of edge scanning, which will be introduced later, is used to find

the optimal objective value for each examined edge. After that,

we can prune the unexamined edges whose upper bounds are

Algorithm 1: Computing the upper bound for each edge

Input: G, C, k, ˜Pi(1 ≤ i ≤ k) and c.distt(1 ≤ t ≤ k)
Output: Upp(e) for each edge e ∈ E

1 initialize Upp(e) ← 0 for each edge e ;
2 for each client c ∈ C do
3 let e be the edge that contains client c, update Upp(e) properly ;
4 i ← 1, d ← c.disti, t ← argmax1≤j≤kB(c, j) ;
5 apply Dijkstra’s algorithm to traverse V in ascending order of their

distances to c ;
6 for each vertex v in ascending order of its distance to c do
7 if d(v, c) < d then
8 for each edge e′ adjacent to v in the form of 〈v, v′〉 do
9 Let the last updated record of e′ be (c′, s) ;

10 if c′ �= c then
11 Upp(e′) ← Upp(e′) + B(c, t) − Bo(c) ;
12 update the last update record of e′ to be (c, i) ;
13 end
14 else
15 t′ ← argmaxs≤j≤iB(c, j) ;
16 Upp(e′) ← Upp(e′) + B(c, t′) − B(c, t) ;
17 end
18 end
19 else
20 while i ≤ k and c.disti < d(v, c) do i ← i + 1 ;
21 if i > k then break ;
22 d ← c.disti ; t ← argmaxi≤j≤kB(c, j) if t > i;
23 end
24 end
25 end
26 return Upp(e) for each edge e ;

less than the largest increase of benefits for the clients found

so far.
2) Virtual Client and Coarse-grained Pruning: Next we

introduce a coarse-grained pruning strategy which is based

on the concept of virtual clients. With this strategy, we obtain

a relaxed new upper bound NewUpp(e) by less computation.

Consider the edge e = 〈vl, vr〉 containing some clients. The

virtual client associated with the edge e, denoted by vce, is

defined as follows. (1) vce.disti = max{maxc∈Ce
{c.disti −

d(vl, c)}, 0, max{c.disti − d(vr, c)}}, where Ce is the set

of clients on e. (2) if p is any point on the edge e, then

d(vce, p) = 0, otherwise, d(vce, p) = min{d(vl, p), d(vr, p)}.
Intuitively, the whole of edge e is viewed as the virtual client

vce.

The definitions related to a real client are adopted for a vir-

tual client. By Definition 2, we define KNLC(vce) based on

the above vce.disti. Then, KNLC(vce, i1) ⊆KNLC (vce, i2)
(1 ≤ i1 < i2 ≤ k), ∪k

i=1KNLC(vce, i) = KNLC(vce, k).
Note that if the k nearest servers of the client c are on e,

c.disti − d(vl, c) and c.disti − d(vr, c) may be less than 0.

Then we may have vce.disti = 0. Since d(vce, p) = 0 for

any point p on e, in the case that vce.disti ≤ 0, the edge e
is defined to be included in KNLC(vce, 1). In particular, if

there is only one client c on e, KNLC(vce) is regarded the

same as KNLC(c), i.e., KNLC(vce, i) = KNLC(c, i).
Lemma 4: For any client c on the edge e, KNLC(c, i) ⊆

KNLC(vce, i) for 1 ≤ i ≤ k.

Lemma 4 tells us that the i-th level of KNLC(vce) includes

the i-th level of KNLC(c) for each client c on the edge e.

Thus, KNLC(c) ⊆ KNLC(vce).
Different from Definition 4, the benefit of virtual clien-

t vce with the new server is defined as B(vce, i) =∑
c∈Ce

maxi≤j≤k B(c, j), where Ce is the set of clients on
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Fig. 2: An example of edge scanning

the edge e, and we can see the monotonicity of B(vce, i)(i.e.

B(vce, i1) ≥ B(vce, i2) if i1 < i2). Similar to Definition

5, the benefit of virtual client vce without the new server is

defined to be Bo(vce) =
∑

c∈Ce
Bo(c). Besides, we denote

by VC(e) the set of virtual clients whose KNLCs overlap

with the edge e. Similar to t(c), for any vc ∈ VC(e),
t(vc) = argmaxi{B(vc, i)| KNLC(vc, i) overlaps with e}.
Due to the monotonicity of B(vc, i), we can see t(vc) =
min{i|KNLC(vc, i) overlaps with e}.

Definition 7: For each edge e∈E, we define NewUpp(e)
=

∑
vc∈VC(e) (B(vc, t(vc)) −Bo(vc)).

The computation for NewUpp(e) for each edge e is sim-

ilar to the computation for Upp(e) (i.e., Algorithm 1). In

general, the computation of NewUpp(e) for each edge e
takes O(ε|V | log |V |) time, where ε is the number of edges

containing at least one client. Notice that ε is typically smaller

than |E| or |C|.
Lemma 5: Upp(e) ≤ NewUpp(e).
Lemma 5 says that NewUpp(e) is a relaxed upper bound

compared with Upp(e). Similar to the fine-grained pruning

discussed before, we can construct the coarse-grained pruning
based on the new upper bound for each edge.

3) Edge Scanning: Suppose that the new server is on an

edge e of G. After computing all boundary points and point

intervals on e, we obtain the benefits associated with each

point interval. Based on Lemma 1, by scanning each interval

on e, we find the location with the optimal objective value.

Let us illustrate with an example. Consider the edge e =
〈v1, v2〉 in Figure 1(b). Suppose that k = 2, w(c1) = 0.6
and w(c2) = 0.4. As shown in Figure 2, there are four

boundary points p2, p4, p5 and p3 generated by KNLC(c1)
and KNLC(c2) on the edge e. Then, there are four slots

[v1, p2], (p2, p4], [p5, v2] and [p3, p5) among which the former

two are associated with B(c1, 1) = 0.6 and B(c1, 2) = 0.6,

respectively, and the latter two are associated with B(c2, 1) =
0.4 and B(c2, 2) = 0.4, respectively.

Let X be used to compute the optimal objective value and

initialized to zero. In Figure 2, the start (end) point of each slot

is marked with the symbol of “+” (“−”). The number next to

each symbol is the benefit associated with the corresponding

slot. When we move from v1 to v2, if we hit the start point

of an interval, this means that we will enter the range of this

Algorithm 2: The MAS algorithm

Input: G, C, k, ˜Pi(1 ≤ i ≤ k), c.distt(1 ≤ t ≤ k) and the query label
Output: The optimal location and the objective value

1 X ← 0, P ← ∅, Xo ← 0 ;
2 for each client c ∈ C do
3 Xo ← Xo + Bo(c) ;
4 end
5 compute the upper bound Upp(e) (NewUpp(e)) for each edge e ∈ E ;
6 sort all edges in non-ascending order of their upper bounds ;
7 SCANEDGES(X,Xo,P) ;
8 return P and X ;

procedure SCANEDGES(X,Xo,P)
for each edge e to be processed in sorted ordering do

if Upp(e)(NewUpp(e)) < X − Xo then
break ;

else
scan e to find the location with the optimal objective value X′ ;
if X′ > X then

X ← X′ ;
P ← {p|p is the location with X } ;

end
end

end
end procedure

interval, thus we increase X with the benefit of the interval.

Otherwise, if we hit the end point of an interval, that means we

will leave this interval and so we decrease X with the benefit

of the interval. Firstly, we hit v1 and enter KNLC(c1, 1), so

X = 0.6. Next, we hit p2, where we leave KNLC(c1, 1)
and enter KNLC(c1, 2). So, X = 0.6. Next, we hit p3
and enter KNLC(c2, 2) before leaving KNLC(c1, 2), which

means that X = 0.6 + 0.4 = 1. Next, we hit p4 and leave

KNLC(c1, 2), so X = 1 − 0.6 = 0.4. Next, we hit p5.

Similarly, we leave KNLC(c2, 2) and enter KNLC(c2, 1),
so X = 0.4. Finally, we reach v2 and this scanning process is

finished.

Next, we examine the vertices of e which are not boundary

points. During the edge scanning, we need to check if a vertex

is included in a point interval. If so, the objective value for the

vertex should be incremented with the benefit of the interval.

For example, since v1 is included in [v1, p2), its objective value

is equal to 0.6. Finally, the optimal objective value is equal to

1 and the optimal location for this example is any point in the

slot (p3, p4).

Putting things together, Algorithm 2 is the MAS algorithm.

Firstly, the upper bound for each edge is computed. Then,

edges are sorted in non-ascending order of their upper bounds

and pruned by the bounds. Finally, the optimal location and

the objective value are found by scanning the remaining edges.

Complexity. In Algorithm 2, Lines 2-3 need O(|C|) time

and space. If Upp(e) (NewUpp(e)) is used, Line 5 need-

s O(|C||V | log |V |) (O(ε|V | log |V |)) time. Line 5 takes

O(|V | + |E|) space. Line 6 needs O(|E| log |E|) time and

O(|E|) space. Let the number of edges that are scanned be

β. Typically, β 	 |E|. In the experiments, β is at most

16 and usually smaller than 6. Then, the edge scanning

procedure takes O(β(|V | log |V | + k|C| log k|C|)) time and

O(|V |+ k|C|) space. Thus, the total time is O(|C||V | log |V |
+|E| log |E| + β(|V | log |V | + k|C| log k|C|)) and the total

space is O(|V |+ |E|+ k|C|).
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V. EMPIRICAL STUDIES

In this section, we evaluated the performance of our pro-

posed algorithms. The description of experiment environment

and datasets are as follows.

• Hardware and platform: we run experiments on a ma-

chine with a 3.4Ghz*8 Intel Core i7-4770 CPU and 16

GB RAM, running Ubuntu 12.04 LTS Linux OS. All

algorithms were implemented in C++ and compiled with

GNU C++ compiler.

• Real Datasets: we use two widely used real road

networks, i.e. road network SF (San Francisco) and

COL (Colorado). SF contains 174,955 vertices and

223,000 edges. The way of generating clients and

servers in SF is similar to [5] [7] [10] [11]. Specifically,

we acquire a large number of real building locations

in San Francisco from the OpenStreetMap project.

The random sample sets of those real locations are

used as clients and servers in SF. COL contains

435,666 vertices and 1,057,066 edges downloaded from

http://www.dis.uniroma1.it/challenge9/download.shtml.

As in previous works [5] and [10] on OLQ, we include

synthesized clients and servers whose numbers and

locations on each edge are generated randomly. The

clients and the servers in road networks are stored in

two separated lists.

• Settings: each client is associated with a weight which

is generated randomly from a Zipf distribution with a

skewness parameter α > 1 (by default α = ∞, which

means that the weight of each client is equal to 1.),

which is similar to the existing work [5]. The number

|L| of class labels is varied from 3 to 5 and the default

value is 3. We assign randomly one class label to each

server. The default value for the number |S| of servers

for SF (COL) is 4,000 (8,000) and the default value

for the number |C| of clients for SF (COL) is 400,000

(800,000). By default, k = 3 and P̃i is setting inversely

proportional to c.disti. For example, for a client c with

c.dist1 = 0.2, c.dist2 = 0.25, c.dist3 = 1, P̃1, P̃2, P̃3

will be 0.5, 0.4, 0.1 respectively.

Firstly, we compare the baseline algorithm in Section IV-B

with the MAS algorithm in Section IV-C using Upp by

default. Specifically, both algorithms were executed on the

same dataset of SF with 4,000 servers and 400,000 clients.

The baseline algorithm takes about 15.55 hours while the MAS
algorithm only needs about 30 seconds. The baseline algorithm

is very inefficient since it computes the objective values for

each possible point. In the following, we study the effects of

different parameters on the MAS algorithm.

Effect of the number |S| of servers and k: The sizes of |S|
and k are varied and the other parameters are set by default.

The results on SF and COL are in Figure 3 and Figure 4,

respectively. Note that the major time consuming parts of MAS

are the KNN computation and the computation of the upper

bounds for each edge. The running time of the KNN compu-

tation increases as |S| increases, while the running time of the

(a) time (b) storage

Fig. 3: Effect of |S| and k on SF for MAS

(a) time (b) storage

Fig. 4: Effect of |S| and k on COL for MAS

TABLE II: Effect of k and |L| on SF for MAS

SF
time (seconds) memory (MB)

|L| = 3 |L| = 4 |L| = 5 |L| = 3 |L| = 4 |L| = 5

k = 2 18.36 18.94 18.95 19.72 19.72 19.72

k = 3 29.18 30.12 29.51 25.83 25.83 25.83

k = 4 40.25 40.32 40.42 31.93 31.93 31.93

k = 5 51.22 51.37 51.34 38.03 38.03 38.03

upper bound computation decreases as |S| increases. However,

for a large |S|, the upper bound computation dominates, thus,

the running time decreases slowly overall, as we can see in

both Figure 3(a) and Figure 4(a). Besides, when k is larger,

the radius of KNLC becomes larger and thus the time of MAS
increases. On the other hand, the memory consumption of MAS
mainly depends on the sizes of |V |, |C| and k. The effect of

|S| is small. As shown in Figure 3(b) and Figure 4(b), when

|S| is large, the increase of memory consumption is very small

with |S|.
Effect of the number |C| of clients and k: The results on SF
and COL are in Figure 5 and Figure 6, respectively. When

|C| is larger, the number of KNLCs of clients becomes larger

and thus the time of MAS increases with |C|. Besides, when k
becomes larger, the radius of KNLCs of clients is larger and

thus the time of MAS increases. The memory consumption of

MAS increases with the increased sizes of |C| and k.

Effect of k and the number |L| of class labels: The results

on SF and COL are in Table II and Table III, respectively.

The time and memory consumption of MAS increase with

the increase of k. The effect of |L| is small. The memory

consumption remains unchanged.
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(a) time (b) storage

Fig. 5: Effect of |C| and k on SF for MAS

(a) time (b) storage

Fig. 6: Effect of |C| and k on COL for MAS

TABLE III: Effect of k and |L| on COL for MAS

COL
time (seconds) memory (MB)

|L| = 3 |L| = 4 |L| = 5 |L| = 3 |L| = 4 |L| = 5

k = 2 52.90 54.07 54.98 45.41 45.41 45.41

k = 3 83.71 84.80 84.97 57.62 57.62 57.62

k = 4 115.09 116.17 115.67 69.83 69.83 69.83

k = 5 146.59 146.59 146.74 82.03 82.03 82.03

Effect of P̃i: We use the default setting of all the parameters

except for the probabilities P̃i, whose values are generated

randomly. The sum of such probabilities for each client is one.

We try 100 tests for the two road networks respectively. As

shown in Table IV, both the time and the memory consumption

of MAS are not sensitive to the visiting probabilities.

Effect of α: Specifically, we use the default setting of all the

parameters except w(c), whose values are randomly generated

from a Zipf distribution with a skewness parameter α. We

randomly choose the value of α in {2, 3, 4, 5, 6}, and try 100

tests for the two road networks respectively. Table V shows

that the time and the memory consumption of MAS are not

sensitive to α.

Effect of NewUpp: The results on the comparison of Upp
and NewUpp in MAS algorithm are in Figure 7 and Figure

8. The results show that the MAS algorithm with NewUpp is

faster. This is because the computation cost of NewUpp is

less than that of Upp, especially when |C| is large. NewUpp
has comparable pruning power compared to Upp even though

it is not as tight as Upp, which is another reason why we have

good time performance. When |S| is small, the computation

cost for KNLCs will be larger. Since Upp is tighter than

NewUpp, the computation cost of Upp will be larger. As

TABLE IV: Effect of P̃i

dataset result min max avg std

SF
time 28.93 36.58 29.94 1.20

memory 25.83 25.83 25.83 0.00

COL
time 82.53 84.67 83.09 0.30

memory 57.62 57.62 57.62 0.00

TABLE V: Effect of α

dataset result min max avg std

SF
time 29.04 29.80 29.27 0.11

memory 25.83 25.83 25.83 0.00

COL
time 82.55 83.94 83.17 0.22

memory 57.62 57.62 57.62 0.00

(a) time (b) storage

Fig. 7: Effect of |C| on SF for Upp and NewUpp

(a) time (b) storage

Fig. 8: Effect of |C| on COL for Upp and NewUpp

shown in these figures, both Upp and NewUpp have similar

memory consumption. The lines for memory consumption are

overlapping in these figures.

VI. CONCLUSION

In this paper, we study the KOLQ problem with the K-

MaxSum objective function, namely the KMaxSum querying

problem. We also propose algorithms for the problem. Our

algorithms incorporate some new pruning techniques based

on the concept of KNLC. We verify the performance of

the algorithms on two datasets based on real world road

networks of San Francisco and Colarado. Our results show that

our algorithms can handle queries with reasonable time and

memory. The KOLQ problem with other objective functions

will be studied in our future work.
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APPENDIX

We introduce the proofs of lemma 1-5 as follows.

Proof of Lemma 1. Let p1 and p2 be in the same slot ξ. For

any client c, there are three cases.

Case 1: KNLC(c) cannot cover ξ. Namely, the new server

established at p1 or p2 cannot affected the client c. Thus,

f(NNi(c, S∪{p1})) = f(NNi(c, S)) = f(NNi(c, S∪{p2}))
for each 1 ≤ i ≤ k.

Case 2: KNLC(c) partly covers ξ. For this case, there ex-

ists a point p in S which is a boundary point. This contradicts

the fact ξ is a slot.

Case 3: KNLC(c) entirely covers ξ. For this case, we

assume that the k nearest servers of c are s1, s2, ..., sk
before building the new server. Assume that the new server

built at the locations p1(p2) becomes the t-th (t′-th) nearest

server of client c. We assume that t is not equal to t′ and

t < t′ without loss of generality. Since the new server at

p1 is the t-nearest server of c, the original t-nearest server

of c, st (1 ≤ t < k) should be the (t + 1)-nearest server

of c after the new server is built. Then we have d(c, p1) <
d(c, st) ≤ d(c, p2). Thus, we can find a point p in the segment

[p1,p2] such that d(c, p) = d(c, st) = c.distt. This means

p is a boundary point of KNLC(c), which contracts to the

fact that B is a slot. Thus, we have t = t′. For i < t, we

have NNi(c, S ∪ {p1}) = NNi(c, S ∪ {p2}) = si and then

f(NNi(c, S ∪ {p1})) = f(NNi(c, S ∪ {p2})). For i > t, we

have NNi(c, S ∪ {p1}) = NNi(c, S ∪ {p2}) = si−1 and then
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f(NNi(c, S ∪ {p1})) = f(NNi(c, S ∪ {p2})). For i = t, we

have NNi(c, S ∪ {p1}) = p1 and NNi(c, S ∪ {p2}) = p2.

Then f(NNi(c, S ∪ {p1})) = f(NNi(c, S ∪ {p2})) = 1.

Thus, f(NNi(c, S ∪ {p1})) = f(NNi(c, S ∪ {p2})) for each

1 ≤ i ≤ k.

KMaxSum(p1) − KMaxSum(p2) =
∑

c∈C w(c) ·∑k
i=1 P̃i · (f(NNi(c, S ∪ {p1})− f(NNi(c, S ∪ {p2})) = 0.

This lemma holds.

Proof of Lemma 2. Let S′ = S ∪ {p}. If p is not

inside KNLC(c) then the client c is not affected by the

new server at p. It is easy to know P (c, S′) = P (c, S).
Otherwise p is inside KNLC(c) and the new server is the

i-th nearest server of c (1 ≤ i ≤ k). For any j < i,
NNj(c, S

′) = NNj(c, S). For any j > i, NNj(c, S
′) =

NNj−1(c, S). P (c, S′) =
∑

1≤j<i P̃j×f(NNj(c, S
′))+P̃i×

f(NNi(c, S
′))+

∑
i<j≤k P̃j×f(NNj(c, S

′)) =
∑

1≤j<i P̃j×
f(NNj(c, S)) + P̃i +

∑
i<j≤k P̃j × f(NNj−1(c, S)).

The lemma holds.

Proof of Lemma 3. Given any client c ∈ C(e), we assume

that there are j levels of KNLC(c) covering the edge e,

namely KNLC (c, i1), KNLC(c, i2), ... , KNLC(c, ij),
where P (c, i1) ≥ P (c, i2) · · · ≥ P (c, ij). Then t(c) = i1.

By Definition 4 , B(c, i1) ≥ B(c, i2) ... ≥ B(c, ij). If the

new server is on e, B(c, t(c)) is the greatest benefit for the

client c with the new server. Since Bo(c) is the benefit for c
without the new server, the largest increase of the benefit for

c is at most equal to B(c, t(c))−Bo(c).

Thus, the lemma holds.

Proof of Lemma 4. For any point p ∈ KNLC(c, i), there

are two cases. Case 1: p is on the edge e. Case 2: p is

not on the edge e. For Case 1, since p is on e, and e is

included in KNLC(vce, 1). Thus, p is in KNLC(vce, 1).
This lemma holds. For Case 2, since p is not on the edge

e = 〈vl, vr〉, d(c, p) = d(vl, c) + d(vl, p) or d(c, p) =

d(vr, c) + d(vr, p). W.l.o.g., suppose that d(c, p) = d(vl, c) +

d(vl, p). Since d(c, p) ≤ c.disti, d(vl, c) + d(vl, p) ≤ c.disti,
d(vl, p) ≤ c.disti −d(vl, c) ≤ vce.disti. Then, d(vce, p) =
min{d(vl, p), d(vr, p)}≤ vce.disti.

Thus, p ∈ KNLC (vce, i). This lemma holds.

Proof of Lemma 5. Let C(e, e′) denote the set of clients on

the edge e′ whose KNLCs overlap with the edge e. Let Ce′

denote the set of clients on the edge e′. Let E′ denote the set

of edge e′ where C(e, e′) �= ∅.
(1) For any client c ∈ C(e, e′), c is on e′ and KNLC(c)

overlaps with the edge e. Since c is on e′, KNLC(c) ⊆
KNLC(vce′) by Lemma 4. Then, KNLC(vce′) overlaps

with the edge e and vce′ ∈ VC(e). Then, for any edge e′ ∈ E′,
vce′ ∈ VC(e).

(2)It is easy to see that for any 1 ≤ i ≤ k, B(c, i)−Bo(c) ≥
0.

(3) For any client c ∈ Ce′ , KNLC(c, t(c)) over-

laps with e. Since KNLC(c, t(c)) ⊂ KNLC(vce′ , t(c)),
KNLC(vce′ , t(c)) overlaps with e, thus, t(vce′)≤ t(c). Then,

t(vce′)≤ min{t(c)| c ∈ Ce′}.
Upp(e) =

∑
c∈C(e)

B(c, t(c))−Bo(c)

=
∑
e′∈E′

∑
c∈C(e,e′)

B(c, t(c))−Bo(c)

≤
∑

vce′∈VC(e)

∑
c∈C(e,e′)

B(c, t(c))−Bo(c)

≤
∑

vce′∈VC(e)

∑
c∈Ce′

B(c, t(c))−Bo(c)

(by C(e, e′) ⊂ Ce′ and the above (2))

≤
∑

vce′∈VC(e)

∑
c∈Ce′

max
t(c)≤i≤k

B(c, i)−Bo(c)

≤
∑

vce′∈VC(e)

∑
c∈Ce′

max
t(vce′ )≤i≤k

B(c, i)−Bo(c)

=
∑

vce′∈VC(e)
B(vce′ , t(vce′))−Bo(vce′)

= NewUpp(e)

Thus, the lemma holds.
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