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ABSTRACT
This paper aims to advance the performance of industrial ASR sys-
tems by exploring a more effective method for 𝑁 -best rescoring, a
critical step that greatly affects the final recognition accuracy. Ex-
isting rescoring approaches suffer the following issues: (i) limited
performance since they optimize an unnecessarily harder problem,
namely predicting accurate grammatical legitimacy scores of the 𝑁 -
best hypotheses rather than directly predicting their partial orders
regarding a specific acoustic input; (ii) hard to incorporate vari-
ous information by advanced natural language processing (NLP)
models such as BERT to achieve a comprehensive evaluation of
each 𝑁 -best candidate. To relieve the above drawbacks, we propose
a simple yet effective mechanism, Learning-to-Rescore (L2RS), to
empower ASR systems with state-of-the-art information retrieval
(IR) techniques. Specifically, L2RS utilizes a wide range of textual
information from the state-of-the-art NLP models and automati-
cally deciding their weights to directly learn the ranking order of
each 𝑁 -best hypothesis with respect to a specific acoustic input. We
incorporate various features including BERT sentence embeddings,
the topic vectors, and perplexity scores produced by an 𝑛-gram lan-
guage model (LM), topic modeling LM, BERT, and RNNLM to train
the rescoring model. Experimental results on a public dataset show
that L2RS outperforms not only traditional rescoring methods but
also its deep neural network counterparts by a substantial margin
of 20.85% in terms of NDCG@10. The L2RS toolkit has been suc-
cessfully deployed for many online commercial services in WeBank
Co., Ltd, China’s leading digital bank. The efficacy and applicability
of L2RS are validated by real-life online customer datasets.

CCS CONCEPTS
• Information systems → Learning to rank; • Artificial intel-
ligence → Speech recognition;

KEYWORDS
Learning-to-Rank, Automatic Speech Recognition, Information Re-
trieval, 𝑁 -best Rescoring

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
MM ’21, October 20–24, 2021, Virtual Event, China
© 2021 Association for Computing Machinery.
ACM ISBN 978-1-4503-8651-7/21/10. . . $15.00
https://doi.org/10.1145/3474085.3481542

If music be the food of love
If music be the food of dove 
If music be the foot of love
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If music be the food of love

Figure 1: The typical pipeline of a hybrid ASR system, includ-
ing a Decoding step and an 𝑁 -best Rescoring Step
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1 INTRODUCTION
Due to the ubiquity of mobile devices in daily life, speech communi-
cation has gained significant momentum in recent years. A reliable
automatic speech recognition (ASR) system converts speech signals
into their corresponding transcripts, and it is the premise of the
success of existing speech-driven applications such as voice assis-
tants, voice databases, speech retrieval systems, and so on. Even
though end-to-end ASR models have engaged increasing attention
in the research community [1, 10], in terms of the industrial ap-
plications of ASR systems, the hybrid ones1 with several distinct
components - an acoustic model (AM), a pronunciation model (PM),
and a language model (LM), still dominate the area due to its mod-
ularization, robustness, and flexibility [29]. Hence, advancing the
hybrid ASR systems is still a hot and valuable topic that attracts
many researchers and engineers [28, 50, 54].

In a typical hybrid system, the AM focuses on translating the fea-
tures (for example, MFCC [16]) extracted from speech signals into
their phoneme representation and the LM evaluates the likelihood
of the word sequences from the grammatical legitimacy perspective.
Figure 1 describes the pipeline of such a hybrid system, which can
roughly be divided into two periods: decoding and rescoring. The de-
coding period involves the decoding on a precompiled static graph
based on a basic 𝑛-gram LM to get a set of hypotheses, while the
rescoring period employs an 𝑁 -best rescoring model to rank these

1We use the term “hybrid” to emphasize the fact that different from the end-to-end
ASR systems, the hybrid systems preserve distinct AM, PM, and LM, however, each
AM or LM component can be deep neural network (DNN)-based.
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hypotheses, and selects the most promising one as the final recog-
nition result. Since more sophisticated LMs such as the DNN-based
ones (e.g., RNNLMs) theoretically encode infinite word history, they
cannot be used in the decoding period as it is impossible to compile
them into a static decoding graph [56]. The most common way to
make use of these DNN-based LMs is by incorporating them into
the 𝑁 -best rescoring, and this makes the 𝑁 -best rescoring a critical
step that greatly affects the final recognition accuracy.

Although existing rescoring models have shown promising per-
formance, they still suffer the following issues: (i) they rely on
scores produced by an AM and LM to rescore and rank the 𝑁 -
best lists, even when the LM is a more sophisticated one such as
RNNLM or neural speech-to-text LM (NS2TLM) [49]; (ii) the weight
of formulating the AM and LM scores into the final ranking score
is usually determined empirically and much effort is required to
tune this parameter; (iii) existing rescoring methods such as the EC-
Model [40] utilizes quite limited information, and the vast arsenal
of the state-of-the-art models for gauging linguistic and semantic
legitimacy is heavily under-utilized. For example, common word
embeddings (from Word2Vec [38], Speech2Vec [12] to BERT [14]),
despite their dominating performance in various NLP tasks, are
hard to be utilized under existing rescoring frameworks since they
have a limited ability in mapping embeddings into ranking scores.

To alleviate the aforementioned issues, we propose a simple
yet effective Learning-to-Rescore (L2RS) mechanism, which, as a
first, tackles the 𝑁 -best list rescoring problem from a Information
Retrival (IR) perspective. In particular, L2RS directly predicts the
partial orders of the 𝑁 -best list regarding a specific acoustic input.
What is more, L2RS utilizes a wide range of features with auto-
matically optimized weights to rank the 𝑁 -best lists for ASR and
selects the most promising one as the final recognition result. The
efficacy of L2RS relies on the design of the features, as such, we
construct a comprehensive set of features using BERT, topic mod-
eling, DNN-based LMs such as RNNLM [36] and BERT LM [14],
together with an AM. By combining all these features, L2RS learns a
rescoring model using the ranking algorithms such as RankSVM [7]
[33]. Since each feature reflects one perspective from the linguistic
and semantic legitimacy of the 𝑁 -best hypotheses, L2RS achieves
superior performance by ensembling the information from all these
evaluation metrics.

To sum up, the main contributions of this paper are threefold:
• To the best of our knowledge, this is the first work in litera-

ture that reframes the ASR rescoring problem in new ways using
information retrieval (IR) ranking approaches. We expect L2RS will
inspire more research that marries IR with ASR, and lead to further
work across the various communities.

• We propose a novel L2RS framework dedicated to ASR, which
can easily incorporate various state-of-the-art NLP models to ex-
tract features. We systematically explore the effectiveness of these
features and their combinations, and most of the features, such as
BERT sentence embeddings, are also used in 𝑁 -best list rescoring.
They have proven to be quite promising compared to traditional
features such as RNNLM, which is the mainstream one used in
Kaldi toolkit [41].

•We conduct extensive experiments based on a public dataset,
and experimental results show that L2RS can significantly outper-
form not only traditional rescoring methods but also improve its

deep neural network counterparts, such as RNNLM and EC-Model
by up to 20.85% in terms of NDCG@10. What is more, we imple-
ment an L2RS toolkit which can be integrated into the open-sourced
Kaldi toolkit [41], and has currently the L2RS SDK has been success-
fully adopted for many online commercial services of WeBank Co.,
Ltd,2 China’s first digital bank, initiated by Tencent. The efficacy
and applicability of L2RS is validated by real-life online customer
datasets.

The rest of this paper is organized as follows: we first introduce
the related work in Section 2. Then we introduce the details of
our proposed L2RS models in Section 3. Experimental results are
presented in Section 4, followed by a description of our industrial
practice of L2RS Toolkit in Section 5. Finally we conclude the work
in Section 6.

2 RELATEDWORK
The present work is closely related to research fields of 𝑁 -best
hypothesis lists rescoring for ASR and Learn-to-Rank (LTR). In this
sections, we survey the most related works from both fields.

2.1 𝑁 -best Hypothesis Lists Rescoring for ASR
The 𝑁 -best hypothesis list rescoring is a fundamental problem

in NLP applications such as ASR and machine translation. For many
years, the back-off 𝑛-gram LMs have predominantly been used in
ASR systems due to its reliability [3]. However, the 𝑛-gram LMs are
rather simplistic and heavily limited in its ability to model language
context, such as long-range dependencies. In order to alleviate this
problem of the n-gram LMs, the mechanism of 𝑁 -best list rescor-
ing has been proposed and proven to be effective to significantly
improve the ASR performance. For example, discriminative LMs
(DLMs) [39, 42] and [43] are developed which can ensemble var-
ious features (e.g.ASR error during the model training period) to
build discriminative models to distinguish positive instances from
the negative ones. Language model adaptation (LMA) is another
mechanism which modifies the original LMs with the first-pass or
recent decoding results, either using caching [25] or topic modeling
[11], and has been proved to be effective in relieving the mismatch
between the training domain and the prediction domain.

With the superior performance of the DNN-based models in
the NLP area, RNNLMs [36, 37] and LSTM-based RNNLMs [15]
have also been heavily studied in ASR. However, RNNLMs cannot
be compiled into a static decoding graph since they theoretically
encodes infinite history [56], hence, the most common approach of
taking advantage of RNNLMs is to apply them in the 𝑁 -best rescor-
ing step. As rescoring models, RNNLMs usually perform much
better than the traditional 𝑛-gram LMs since DNNs have superior
capabilities in capturing both short and long-range dependencies
between words in human language. Other DNN-based rescoring
models include the EC-Model which aims to train a classifier to find
the best hypothesis from 𝑁 -best list [40]. Neural Speech-to-Text
LM (NS2TLM) [49] further extends a vanilla RNNLM by encoding
the speech information from the acoustic feature sequence together
with the original historical textual information to predict the prob-
ability of the next word.

2https://www.webank.com/
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Figure 2: Flowchart of the proposed L2RS for ASR

Unfortunately, all above-mentioned approaches tackle the 𝑁 -
best rescoring problem in a two-step fashion, that is, predicting
accurate grammatical legitimacy scores first and then adding these
scores to formulate the final order. Our work differs from such
approaches since L2RS formalizes the 𝑁 -best list rescoring problem
as a Learning-to-Score problem for ASR and directly predicts their
partial orders for a specific acoustic input.

2.2 Learning To Rank Methods
Ranking is a central problem in database and IR applications such
as document retrieval [33], recommendation [52], advertising [23]
and so on. Traditional models such as boolean models [27], vector
models [5] and probabilistic models [18] usually suffer the problem
of high parameter tuning cost since they usually involve dozens of
empirically-tuned features. Later machine learning techniques have
been applied in this area for learning feasible models with automat-
ically tuned parameters. This approach of learning a ranking model
for IR is referred to as the Learning-to-Rank (LTR) approach. Ac-
cording to [33], there are three basic categories of LTR approaches:
pointwise, pairwise, and listwise.

In the pointwise approaches, the algorithm considers each docu-
ment of the ranking list in the training dataset as an independent
instance, and the model tries to predict a relevant score indicating
how relevant the document is with respect to the current query.
The final ranking list is given by sorting the list according to these
relevance scores. In this case, the ranking problem is actually trans-
formed into a classification, regression or ordinal classification
problem. The existing regression and classification algorithms can
be readily used as pointwise LTR approaches, resulting in algo-
rithms such as Subset Ranking [13], McRank [31], OC SVM [46]
and so on.

In the pairwise approaches, the algorithm looks at a pair of
documents in the same ranking list each time for the loss function.
The objective of the ranker is to construct the optimal ordering

for each pair and to minimize the average number of inversions in
the ranking. The ranking problem is actually transformed into a
pairwise classification or pairwise regression problem. Some of the
most popular pairwise LTR algorithms includes Ranking SVM [20],
RankNet [6] and IR SVM [7]. In practice, the pairwise algorithms
work much better than the pointwise algorithms since predicting
the relative order of two documents in the same ranking list is
much closer in nature to the ranking problem.

In the listwise approaches, the ranker directly considers the en-
tire document list, instead of pairs, and tries to construct the optimal
ordering for it. The algorithms either directly optimize the IR mea-
sures, such as NDCG, or indirectly optimize them by defining a loss
function based on the properties of the ranking. Algorithms such
as AdaRank [57] and SoftRank [51] belong to the first category, and
ListNet [8] and ListMLE [26] belong to the second. Compared with
the above-mentioned pointwise or pairwise approaches, listwise
approaches can be fairly complex, but they usually produce the
best results among all three categories of methods.

Besides database and IR, LTR has also been widely used in areas
such as bioinformatics [32], software engineering [47], and image
tagging [45]. However, to the best of our knowledge, this is the
first work that tackles the 𝑁 -best rescoring problem using the LTR
approach, and our industrial practice in the public TED dataset
and a in-house real-life dataset both validate the effectiveness of
this approach. We expect L2RS would inspire further research to
improve the ASR systems from the IR perspective.

3 LEARNING-TO-RESCORE
In this section, we first give the definition of the L2RS problem,
followed by the description of the textual and acoustic features
designed for L2RS. Finally, we describe the details of the rescoring
model in L2RS.



3.1 Problem Formulation
The pipeline of L2RS is listed in Figure. 2. Formally, the ASR system
aims to find the optimal textual stringw∗ for a given acoustic input,
denoted as a, by the following equation:

W ∝ argmax(log 𝑃𝐿𝑀 (w) + log 𝑃𝐴𝑀 (a|w)), (1)

w∗ = arg max
𝑗 ∈[1,𝑁 ]&w𝑗 ∈W

𝑓 (𝜙 (a,wj)), (2)

where 𝑃𝐿𝑀 represents a back-off𝑛-gram LM, 𝑃𝐴𝑀 is an AM,𝜙 (a,w)
is the feature-vector representation of pair (a,w) that includes
textual features as well as acoustic features, W is the 𝑁 -best list,
and 𝑓 (·) is the rescoring function learned by L2RS approaches.
The third component, 𝑓 (𝜙 (·)), is our contribution in this paper. It
reframes ASR rescoring problem in new ways using IR ranking
approaches opening many research opportunities.

L2RS learns 𝑓 (𝜙 (a,wj)) through a Learning-to-Rescore approach,
which involves three steps: feature extraction, model training and
rescoring. During the L2RS training period, the ASR system gen-
erates the 𝑁 -best lists, denoted as W = (w1, · · · ,wj, · · · ,wN),
𝑗 ∈ [1, 𝑁 ], and their order list (𝑟1, · · · , 𝑟𝑁 ) is decided based on
the word error rate (WER) [24] of each hypothesis with the ground
truth transcript. This composes the training dataset D = (X,Y) =
{(xi, yi), 𝑖 ∈ [1, 𝑀]} used for L2RS, where xi = (𝜙 (ai,wi,1), · · · ,
𝜙 (ai,wi,N)), yi = (𝑟𝑖,1, · · · , 𝑟𝑖,𝑁 ) and 𝑀 is the size of the training
dataset. The feature extraction is conducted on this training dataset
and then the the LTR model is trained on it.

3.2 Textual Features
The textual features used in L2RS are from the lexical level to the
semantic level and fall in six categories: 𝑛-gram LM, BERT sentence
embedding, BERT LM, Probabilistic Topic Model LM, topic vector
and RNNLM.
𝑛-gram LM The 𝑛-gram LMs are also used in our framework since
they are predominantly used in ASR systems due to their simplic-
ity and reliability. In L2RS, we use trigram LM trained using the
transcript corpus with the SRILM3 toolkit.
BERT Sentence Embedding BERT, or Bidirectional Encoder Rep-
resentations from Transformers [14], is a powerful new language
representation model proposed by Google which obtains the state-
of-the-art results on various NLP tasks. The goal of BERT sen-
tence embedding is to represent a variable length 𝑁 -best hypoth-
esis into a fixed-length vector, e.g. “hello, nice to meet you” to
[0.1, 0.3, 0.5, ..., 0.3] as shown in Figure 3. Each element of this vec-
tor represents the semantics of the original sentence, and the vector
is further used in L2RS as a representation for each 𝑁 -best hypoth-
esis.
BERT LM BERT can also be used as an LM [53] to evaluate the
quality of the 𝑁 -best hypotheses from the linguistic perspective.
In L2RS, we use the perplexity given by a fine-tuned BERT model
as a feature of the 𝑁 -best hypotheses. In L2RS, we first set up a
pretrained BERT model4, and then conduct fine-tuning using the
transcript corpus. Finally, we use the fine-tuned BERT model to
evaluate the perplexity of the 𝑁 -best candidate.

3http://www.speech.sri.com/projects/srilm/
4https://github.com/google-research/bert
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Probabilistic Topic Model LM Topic modeling, such as LDA [4]
and SentenceLDA [2], has the ability to capture the semantic coher-
ence of the 𝑁 -best hypotheses. These topic models are previously
used in the LM adaptation mechanism [11] to custom the 𝑛-gram
LM with recently decoded words, and have proven to be effective
in improving the final ASR performance. In L2RS, we choose the
LDA model since it is widely used by the industrial community and
has many open-sourced toolkits such as LightLDA [58] and Familia
[22]. We first train an LDA topic model based on the transcript cor-
pus, which produces the topic-word distribution 𝜑𝑘𝑤 (𝑘 ∈ [1, 𝐾]
is the topic index and 𝑤 ∈ [1,𝑊 ] is the word index). Next, we
use the trained model to obtain the topic mixing proportion vector
𝜃wj of each hypothesis wj, which represents the semantic meaning
of this hypothesis. Based on these two parameters, we compute a
transcript-specific unigram LM by.

𝑝 (wj |𝜃wj ) =
∑︁
𝑘∈𝐾

𝜃wj𝑘𝜑𝑘𝑤 . (3)

Topic Vector Similar to Topic Model LM, L2RS directly uses the
trained topic model to infer the 𝑁 -best hypotheses’ topic mixing
proportion vector 𝜃 , and this vector is used as a topic representation
for each 𝑁 -best hypothesis.
Neural Network-based LMNeural network-based LMs are proven
to be effective for 𝑁 -best list rescoring in ASR systems. We train a
RNNLM [36] with the transcript corpus, and the perplexity of each
hypothesis given by the RNNLM acts as a feature reflecting the
quality of the hypothesis. Comparedwith the𝑛-gram LMs, RNNLMs
have the ability to process a word sequence with arbitrary length
and learn to store past information in the hidden states.

3.3 Acoustic Feature
The acoustic feature used in L2RS is the acoustic score given by
the acoustic model. Specifically, in L2RS, we train a “chain” model
based on the training data using the Kaldi5 toolkit. It should be
noted that other features such as speech embedding produced by
Speech2Vec [12] can also be used.

5https://github.com/kaldi-asr/kaldi



3.4 Rescoring Model
In this section, we give a brief introduction of the LTR models we
used for L2RS.

3.4.1 Pointwise approaches. Since the pointwise approach converts
the ranking problem into a classification or regression problem,
existing regression and classification algorithms can be readily used
in our framework. In L2RS, we adopt Multiple Additive Regression
Trees (MART) [17, 31, 48] as the rescoring model. A decision tree
can be interpreted as the parameter space partitioned into disjoint
regions 𝑅𝑢 , where 𝑈 is the number of leaves and 𝑢 ∈ {1, . . . ,𝑈 }.
Then the regression tree gives the prediction value for each region
by.

𝑇 (x;Φ) =
𝑈∑︁
𝑢=1

𝛾𝑢 I(x ∈ 𝑅𝑢 ), (4)

where Φ = {𝑅𝑢 , 𝑟ℎ}𝑈1 is the model parameters, I is an indicator func-
tion having the value 1 if the argument is true and 0 otherwise, and
𝛾𝑢 = 𝑎𝑣𝑔(𝑦𝑖 |𝑥𝑖 ∈ 𝑅𝑢 ). The empirical risk function for optimization
is:

Θ̂ = argmin
Φ

𝑈∑︁
𝑢=1

∑︁
xi∈𝑅𝑢

𝐿(𝑦𝑖 , 𝛾𝑢 ). (5)

MART tries to learn a ranking function 𝐹 (x) by minimizing the
loss function:

𝐹 ∗ (x) = argmin
𝐹 (x)

𝐸x,𝑦 [𝐿(𝑦, 𝐹 (x))], (6)

where 𝐹 (x) is a weighted combination of a series of decision trees.

3.4.2 Pairwise approaches. We choose Ranking SVM to train a
rescoring model, and the learning of RankSVM is formalized as the
following quadratic programming problem:

min
𝛼,𝜀

1
2 ∥𝛼 ∥2 + 𝐶

𝑀

∑︁
𝑖

𝜀𝑖

s.t. 𝑦𝑖 (𝛼, 𝜙 (a,wp) − 𝜙 (a,wq)) ≥ 1 − 𝜀𝑖
𝜀𝑖 ≥ 0, 𝑖 = 1, · · · , 𝑀,

(7)

where w𝑝 and w𝑞 are two hypotheses from the same 𝑁 -best list,
∥·∥ denotes 𝐿2 norm,𝑚 denotes the number of training instances,
𝛼 is the model parameters in the feature space, and 𝐶 > 0 is a
coefficient.

3.4.3 Listwise approaches. We use ListNet [8] for the listwise ap-
proach, and the total loss with respect to the training data to be
minimized is defined as:

𝑀∑︁
𝑖=1

𝐿(yi, zi), (8)

where yi is the ground truth ranking list of hypotheses with re-
spect to 𝑖th input, and zi is the ranking list generated by cur-
rent rescoring algorithm. Suppose yi = (𝑟𝑖,1, . . . , 𝑟𝑖,𝑁 ) and zi =

(𝑓 (𝑥𝑖,1), . . . , 𝑓 (𝑥𝑖,𝑁 )), Listwise uses probabilistic methods to rep-
resent the difference between this two lists. The first one is to
calculate a permutation probability by:

𝑝𝑠 (𝜋) =
𝑁∏
𝑗=1

𝜑 (𝑠𝜋 ( 𝑗) )∑𝑁
𝑘=𝑗

𝜑 (𝑠𝜋 (𝑘) )
, (9)

where 𝑠𝜋 ( 𝑗) ) is the score of the hypothesis at position 𝑗 of the
permutation and 𝜑 is an increasing and strictly positive function
such as the exponential function exp(·). Since the total number
of permuation is 𝑛!, ListNet propose to use top one probability to
approximate it by,

𝑝𝑠 ( 𝑗) =
𝜑 (𝑠𝜋 ( 𝑗) )∑𝑁
𝑘=1 𝜑 (𝑠𝜋 (𝑘) )

, (10)

where 𝑠 𝑗 is the score of the hypothesis 𝑗 in the list. The ListNet
trains a neural network and use the gradient descendant to optimize
the parameters 𝑤 . Suppose we use exponential function as the 𝜑
function and the top one probability can be written as:

𝑝zi (𝑓𝑤 ) (𝑥𝑖, 𝑗 ) =
exp(𝑓𝑤 (𝑥𝑖, 𝑗 ))∑𝑁
𝑘=1 exp(𝑓𝑤 (𝑥𝑖,𝑘 ))

. (11)

In this case, the gradient of the loss function 𝐿(yi, zi) with respect
to the parameter𝑤 is as follow,

Δ𝑤 = −
𝑁∑︁
𝑗=1

𝑝yi (𝑥𝑖, 𝑗 )
𝜕𝑓𝑤 (𝑥𝑖, 𝑗 )
𝜕𝑤

+ 1∑𝑁
𝑗=1 exp(𝑓𝑤 (𝑥𝑖, 𝑗 ))

𝑁∑︁
𝑗=1

exp(𝑓𝑤 (𝑥𝑖, 𝑗 ))
𝜕𝑓𝑤 (𝑥𝑖, 𝑗 )
𝜕𝑤

.

(12)

4 EXPERIMENTS
In this section, we conduct experiments on a public dataset to
verify the effectiveness of the proposed model. In Section 4.1, we
describe the experimental setup. Then we introduce the comparison
baselines in Section 4.2 and the two evaluation measurements,
Normalized Discount Cumulative Gain (NDCG) and Word Error
Rate (WER) in Section 4.3. Finally, we present the experimental
results in terms of these two measurements and also give a detailed
analysis of the quality of the features.

4.1 Experimental Setup
We use the public TED-LIUM dataset6 [44] in our experiment with
the statistics listed in Table 1. For RankSVM,7 the parameters 𝐶 is
set to 10. For BERT, we first set up a pretrained BERT model,8 and
then conduct fine-tuning using the transcript corpus of the training
dataset. The dimension of the BERT sentence embedding is set to
1024 using a method similar to the BERT-as-service toolkit [55]. For
topic modeling, we use LightLDA [58] and the number of topics is
set to 50. Following [34], we obtain the 50-best for each utterances
in the dataset. All experiments were conducted on a server with a
314 GB memory, 72 Intel Core Processor (Xeon), Tesla K80 GPU
and CentOS.

4.2 Baselines
Several strong baselines for 𝑁 -best rescoring have been imple-
mented for comparison with the proposed L2RS model.

• Basic 𝑛-gram LM: this baseline is the classical one used
in the Kaldi toolkit. In our experiment, the 𝑁 -best list is
rescored using a weighted addition of the AM score and a
Tri-gram LM score with default weights 1.0 and 0.1.

6http://www.openslr.org/7/
7https://www.cs.cornell.edu/people/tj/svm_light/svm_rank.html
8https://github.com/google-research/bert



Table 1: The statistics of the TED-LIUM dataset

Train Dev Test

No. of transcripts 774 8 11
No. of words 1.5M 17.8k 27.5k
No. of segments 56.8k 0.6k 1.5k
Length of waves 118 hours 1.72 hours 3.07 hours
Frequency 16kHz
Language English

• Cache Model: the Cache model baseline saves the recent
decoded words in a cache and boosts the probability of these
words [30] in the following rescoring period.

• Trigger-based DLM: This is a classical DLM [42] based
on statistical machine learning, which trains a classier to
distinguish the best candidates with the others.

• Topic Modeling-based LMA: this baseline uses topic mod-
eling to infer the topic distribution of the first-pass decoding
results, and then boosts the probability of the words belongs
to these topics [11]. In this baseline, we train a LDA model
using LightLDA [58] with the number of topics, 𝐾 , set to 50.

• RNNLM: this baseline integrates a RNNLM to rescore the
𝑁 -best list [30], and it is also supported by the Kaldi toolkit.

• EC-Model: this baseline trains a classifier to distinguish
the best candidate from the others [40], and it includes an
DNN-based encoder to encode each 𝑁 -best candidate.

• NS2TLM: this baseline extends the RNNLMby incorporating
speech signals into the hidden state to decode the next words
[49].

• L2RS: This is our proposed learning-to-rescore approach,
which includes pointwise, pairwise and listwise methods.

To ensure fairness in the performance comparison, we construct
all the models and methods on the same training set, and then
evaluated and reported the results on the same development and
testing set. Methods such as EC-Model, NS2TLM have all been
recently proposed based on the state-of-the-art neural networks,
and they are very strong baselines for performance comparison.

4.3 Evaluation Measurements
We adopt two widely-used measurements to evaluate the perfor-
mance of the proposed L2RS framework.

• NDCG@𝑛: NDCG@𝑛 reflects the quality of a ranking list
by measuring its top-𝑛 elements. In some extreme scenarios
such as ASR in noisy environments or casual-style speech,
the ASR systems usually need to produce multiple recogni-
tion hypotheses [35, 40], rather than only the 1-best from
the 𝑁 -best list. For a 𝑁 -best list W = (w1, · · · ,wj, · · · ,wN)
concerning a given acoustic input a, we use 𝑦 𝑗 to represent
the ground-truth relevance score of each hypothesis wj, and
then the ground-truth ranking listW𝑔 is obtained by sorting
the hypotheses by their ground truth relevance scores. The
𝐷𝐶𝐺@𝑛 score of the 𝑁 -best listW is defined as:

𝐷𝐶𝐺@𝑛(W) =
𝑛∑︁
𝑖=1

𝑐 (𝑖) (2𝑦𝑖 − 1), (13)

where 𝑐 (𝑖) is a rank-decaying function. In L2RS, we use a
widely-used one which is defined as:

𝑐 (𝑖) =
{

1
log(1+𝑖) 𝑖 < 𝐿

0 𝑖 ≥ 𝐿
(14)

where 𝐿 is the “truncation level” and it reflects the fact that
that the quality of a list is mainly decided by the order of the
top results. And the 𝑁𝐷𝐶𝐺@𝑛 score of the 𝑁 -best list W is
calculated by normalizing by the 𝐷𝐶𝐺@𝑛 score of W𝑔 , that
is,

𝑁𝐷𝐶𝐺@𝑛(W) = 𝐷𝐶𝐺@𝑛(W)
𝐷𝐶𝐺@𝑛(Wg) . (15)

From above definition, we can see that the higher the𝑁𝐷𝐶𝐺@𝑛
value the better the ranking list and the ASR system.

• WER: The word error rate is a standard metric to evaluate
the performance of an ASR. It compares a reference to a
hypothesis and is defined as follows,

𝑊𝐸𝑅 =
𝑆 + 𝐷 + 𝐼

𝑍
, (16)

where 𝑆 is the number of word substitutions,𝐷 is the number
of word deletions, 𝐼 is the number of word insertions and 𝑍
is the number of words in the reference. We can see from the
definition that the lower theWER the better the performance
of the ASR system.

4.4 Experimental Results
4.4.1 NDCG@10. Table 2 lists the rescoring performance of L2RS
in terms of NDCG@10. In most cases, the ASR system finally deliv-
ers the 1-best result from the rescored 𝑁 -best list. However, if an
algorithm can produce a better ranking list (Top N), it will probably
improve the final ASR results (Top 1). However, some tasks such as
ASR in noisy environments or casual-style speech require multiple
recognition hypotheses [35, 40], and in these cases, the correctly or-
dered ranking list becomes quite vital to the system’s performance.
From the results, we can see that compared with other methods,
L2RS can produce a much better ranking list, which means not
only is the top-1 result improved but the whole ranking list is also
correctly ordered. By incorporating all the features, L2RS (Listwise)
achieves up to 20.85% relative improvement over the AM+𝑛-gram
baseline. Since all other algorithms mainly optimize on the top-1
result instead of the whole ranking list, it is expected that their
NDCG@10 score will be much worse than that of L2RS. We also
notice that comparing all other methods besides RNNLM, NS2TLM
performs a little bit better than LMA and the EC-Model, which is
consistent with previous studies [49].

From the results, we can see that L2RS (Listwise) achieves the
best performance among all three methods in the L2RS framework,
which is also consistent with previous studies [8], where the listwise
model was shown to be more effective for ranking than the pairwise
model [9]. L2RS provides a framework where various LTR models
can be incorporated to explore their effectiveness for the 𝑁 -best
rescoring problem in ASR.

4.4.2 WER. Since our ultimate goal is to improve ASR, we finally
examine the effectiveness of the L2RS method in terms of WER,
with the results listed in Table 3. The “Oracle” WER is computed
using the best result from the 𝑁 -best list by comparing it with the



Table 2: NDCG@10 of different 𝑁 -best rescoring methods

Model Dev Test

Trigram LM 0.5931 0.5859
RNNLM 0.6455 0.5938
Trigger-based DLM N/A N/A
Cache Model 0.6186 0.5940
Topic Model LMA 0.6136 0.5944
EC-Model 0.6107 0.5943
NS2TLM 0.6495 0.6097
L2RS(Pointwise) 0.7263 0.6953
L2RS(Pairwise) 0.7430 0.7070
L2RS(Listwise) 0.7498 0.7081

ground truth transcript, and it is the theoretical ceiling performance
of all the rescoring methods. Among all these methods, RNNLM,
BERT-LM, Trigger-based DLM, Cache Model, EC-Model, NS2TLM,
L2RS (Pointwise), L2RS (Pairwise) and L2RS (Listwise) have 0.509%,
-0.083%, -1.036%, 0.026%, 0.204%, 0.506%, 2.084%, 2.448% and 2.502%
improvement respectively over the baseline 𝑛-gram LM method
in the test dataset. L2RS shows performance improvement over
the state-of-the-art rescoring methods by a significant margin. The
experimental results validate that by incorporating more valuable
features from the state-of-the-art NLP models, L2RS can benefit
current ASR systems. From the result, we can see that L2RS (List-
wise) achieves the lowest WER among all three methods in the
L2RS framework.

Table 3: WER of different 𝑁 -best rescoring methods

Model Dev Test

Trigram LM 21.999% 27.084%
RNNLM 21.490% 27.040%
Trigger-based DLM 23.303% 28.120%
Cache Model 21.925% 27.058%
Topic Model LMA 22.044% 27.091%
EC-Model 21.706% 26.880%
NS2TLM 21.200% 26.578%
L2RS(Pointwise) 20.328% 25.000%
L2RS(Pairwise) 19.924% 24.636%
L2RS(Listwise) 19.659% 24.582%

Oracle 16.538% 19.196%

4.4.3 Quantitative Analysis of Features. We use each dimension
of all the features described in Section 3.2 to train an L2RS (Pair-
wise) model and take the NDCG@10 on the test set as a measure
to reflect the quality of these features, which is a common method
in the IR area to evaluate the quality of a feature for ranking [19].
The results are listed in Figure 4, with the 𝑥-axis representing the
feature category and the 𝑦-axis representing their NDCG values.
We can see that besides traditional AM and LM scores, other fea-
tures also provide valuable information from different linguistic
and semantic perspectives. Since the traditional rescoring pipeline
usually combines the LM score and the AM score with an empir-
ically tuned weight to formulate the final ranking score, features
such as BERT sentence embedding are hard to use for the rescoring

Figure 4: Quality (NDCG@10) of Individual Features

pipeline. However, L2RS provides a flexible mechanism to make full
use of these embedding representations and their combinations, and
the experimental results validate that BERT sentence embedding is
even more effective than the RNNLM score.

5 THE L2RS TOOLKIT AND INDUSTRIAL
PRACTICE

We have successfully deployed the L2RS mechanism for various
online commercial services in WeBank Co., Ltd. In this section,
we briefly introduce the L2RS toolkit developed for our online
commercial services. We start by describing the structure of the
toolkit, and then provide some benchmark results on a real-world
customer service dataset.

5.1 Toolkit Architecture
As shown in Figure 5, our ASR SDK is based on the Kaldi toolkit.
Kaldi is an open-source toolkit for speech recognition written in
C++ and and is licensed under the Apache License v2.0. Our ASR
SDK is also implemented in C++ and includes various modules:
Online ASR, Offline ASR, Language Model Adaptation (LMA) Toolkit
and the L2RS Toolkit. Dozens of users have been supported using
the this ASR SDK with L2RS integrated as the rescoring method for
our online services.

5.1.1 LMA Toolkit. The LMA toolkit supports common LMAmeth-
ods, including Cache, PLSA [21], LDA [4], WVM [11] and so on.
For each kind of topic model, the LMA toolkit supports the basic
functions: topic model training, topic model-based unigram con-
struction and LM interpolation.

The LMA toolkit uses the topics discovered by topic models to
interpolate the basic 𝑛-gram LM. After the ASR system generates
the first-pass decoding result 𝑑 , the LMA toolkit will infer its topic
distribution 𝜃𝑑 . Together with the topic-word distribution𝜑𝑘𝑤 from
a trained topic model, the LMAwill get a topic model based unigram
model by 𝑃𝑇𝑀 (𝑤 |𝜃𝑑 ) =

∑
𝑘∈𝐾 𝜑𝑘𝑤𝜃𝑑𝑘 and adapt the basic 𝑛-gram

LM as follows:
𝑃𝑑 (𝑤 |𝐶) = 𝜆𝑃𝑇𝑀 (𝑤 |𝜃𝑑 ) + (1 − 𝜆)𝑃𝐿𝑀 (𝑤 |𝐶), (17)
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Figure 5: A simplified view of the WeBank ASR Toolkit. The
WeBank ASR Toolkit is based on the core libraries of the
Kaldi toolkit and supports various LMA methods as well as
the L2RS method for 𝑁 -best Rescoring

where 𝜆 is a trade-off parameter, 𝐶 is the context information on
sounding words, and 𝑃𝐿𝑀 (𝑤 |𝐶) is the probability given by the basic
𝑛-gram LM. The adapted LM is further utilized for rescoring the
𝑁 -best lists.

5.1.2 L2RS Toolkit. The L2RS Toolkit supports several modules,
mostly for the basic rescoring operations: feature extraction, training
the rescoring model and rescoring. For evaluation, both the NDCG@𝑛
as well as the WER can be computed on some test data. For feature
extraction, besides the features mentioned above, we also include
the reverse LM score, which is also a common metric for linguistic
evaluation. The Chinese version BERT 9 is incorporated to extract
embeddings for sentence. For the LTR model, we implement the
Ranking SVM algorithm for the pairwise approach due to the con-
sideration of balance between effectiveness and model complexity.

5.2 Performance Analysis
We also evaluate the system performance on a real-world customer
service dataset we collected. The dataset contains around 8000
hours of conversational speech collected from real-life online cus-
tomer service scenarios in Mandarin Chinese. Compared with the
public standard datasets in ASR, this real-life dataset contains di-
verse and noisy speech with different background noise, which raises
more challenges to our ASR systems. We remove all personally-
identifiable information (such as name) due to privacy concerns,
and then reserve 80% of the data for the training set and split the
rest for development (10%) and testing (10%). The training set is
used to train the AM, LMs, and Ranking SVM model, while the
development set is reserved to tune the parameters. We utilize a
Kaldi “chain” model [41] for the AM, and a trigram LM using the
SRILM toolkit for the back-off 𝑛-gram LM. For the 𝑁 -best list in
each utterance, the parameter 𝑁 is also set to 50 according to [34].

9https://github.com/google-research/bert
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Figure 6: Performance of the L2RS Toolkit on the Real-life
Custom Service Dataset
5.2.1 NDCG@10. We show the NDCG@10 value in Figure. 6. From
the result, we can see again that the L2RS rescoring approach im-
proves the NDCG@10 from the AM+𝑛-gram baseline 0.733 to 0.792.
By incorporating all these features, L2RS finally achieves up to
7.45% relative improvement over the AM+𝑛-gram baseline.

5.2.2 WER. We also examine the effectiveness of L2RS SDK in
terms of WER, and the result is also listed in Figure 6. From the
results, we can see that the L2RS SDK reduces the final ASR error
over the baseline method by a significant margin (1.657% absolute
WER reduction). The experiment results prove that by incorporat-
ing valuable features from the state-of-the-art NLP models, L2RS
can boost the performance of current ASR systems. L2RS provides a
new rescoring framework under which various acoustic and gram-
matical features can easily be incorporated into the traditional ASR
pipeline.

6 CONCLUSION
In this paper, we propose a simple yet effective Learning-to-Rescore
mechanism for hybrid ASR, which reframes the ASR rescoring
problem in new ways using IR ranking approaches opening many
research opportunities. Under this mechanism, comprehensive fea-
tures from advanced NLP models, with automatically optimized
weights can be used to form a rescoring model. Experimental results
on a public dataset as well as an in-house real-life dataset have both
indicated that L2RS is quite effective for 𝑁 -best list rescoring.

Following the perspective of treating the rescoring problem as
an IR ranking problem, there are dozens of further works to be done.
In particular, it would be interesting to explore the performance
of neural ranking models designed for L2RS. Our work shows that
directly optimizing the ranking order of the 𝑁 -best list is quite
helpful for reducing the final ASR decoding error. Following this
line, a more comprehensive study that involves end-to-end neural
ranking methods can be conducted to confirm the generality of
the framework. It would also be helpful to carry out the work of
developing a multi-modal Siamese network that directly captures
the semantic similarity between the acoustic signal and the 𝑁 -best
hypotheses for 𝑁 -best rescoring.
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