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ien
e and EngineeringThe Chinese University of Hong Kong
wwong, adafu�
se.
uhk.edu.hkSummary. Many di�erent algorithms are studied on asso
iation rules in the lit-erature of data mining. Some resear
hers are now fo
using on the appli
ation ofasso
iation rules. In this paper, we will study one of the appli
ation 
alled ItemSele
tion for Marketing (ISM) with 
ross-selling e�e
t 
onsideration. The problemISM is to �nd a subset of items as marketing items in order to boost the sales ofthe store. We prove a simple version of this problem is NP-hard. We propose analgorithm to deal with this problem. Experiments are 
ondu
ted to show that thealgorithms are e�e
tive and eÆ
ient.1 Introdu
tionIn the literature of data mining, there are a lot of studies on asso
iation rules[2℄. Su
h studies are parti
ularly useful with a large amount of data in orderto understand the 
ustomer behavior in their stores. However, it is generallytrue that the results of asso
iation rule mining are not dire
tly useful for thebusiness se
tor. Therefore there has been resear
h in examining more 
loselythe business requirements and �nding solutions that are suitable for parti
u-lar issues, su
h as marketing and inventory 
ontrol. Re
ently, some resear
hers[10℄ studied the utility of data mining su
h as asso
iation and 
lustering, onde
ision making for revenue-maximizing enterprises. They have formulatedthe general problem as an optimization problem where a pro�t is to be max-imized by determining a best strategy. The pro�t is typi
ally generated fromthe 
ustomer behaviour in su
h an enterprise. More spe
i�
 problems forrevenue-maximizing are 
onsidered in more re
ent works [6,14,9,5,4,17℄. Therelated problem of mining user behaviour is also of mu
h resear
h interestre
ently and a number of results 
an be found in [18℄.In this paper we 
onsider the problem of sele
ting a subset of items in astore for marketing in order to boost the overall pro�t. The diÆ
ulty of theproblem is that we need to estimate the 
ross-selling e�e
t to determine thein
uen
e of the marketed items on the sales of the other items. It is knownthat the re
ords of sales transa
tions are very useful [3℄ and we determine the
ross-selling e�e
t with su
h information. We 
all the problem de�ned thisway Item Sele
tion for Marketing (ISM). We show that a simple version ofthis problem is NP-hard. We propose a hill 
limbing approa
h to ta
kle thisproblem. In our experiment, we apply the proposed approa
h to a set of realdata and the approa
h is found to be e�e
tive and eÆ
ient.



2 Raymond Chi-Wing Wong and Ada Wai-Chee Fu2 Related WorkOne major target of data mining is solving de
ision making problems for thebusiness se
tor. A study of the utility of data mining for su
h problems isinvestigated in [10℄, published in 1998. A framework based on optimizationis presented for the evaluation of data mining operations. In [10℄ the generalde
ision making problem is 
onsidered as a maximization problem as followsmaxx2DPi2Cg(x; yi) (1)where D is the set of all possible de
isions in the domain problem (e.g. in-ventory 
ontrol and marketing), C is the set of 
ustomers, yi is the data wehave on 
ustomer i, and g(x; yi) is the utility (bene�t) from a de
ision x andyi. However, when we examine some su
h de
ision problems more 
losely, we�nd that we are a
tually dealing with a maximization problem of the formmaxx2D g(x; Y ) (2)where Y is the set of all yi, or the set of data 
olle
ted about all 
ustomers.The above is more appropriate when there are 
orrelations among the be-haviours of 
ustomers (e.g. 
ross-selling, the pur
hase of one item is relatedto the pur
hase of another item), or when there are intera
tions among the
ustomers themselves (e.g. viral marketing, or marketing by word-of-monthamong 
ustomers). This is be
ause we 
annot determine g() based on ea
hsingle 
ustomer alone.We illustrate the above in two di�erent problems that have been studied.The �rst problem is about optimal produ
t sele
tion [5,4,16,17℄ (in SIGKDD1999,2000,2002, and ICDM 2003, respe
tively). The problem is that in atypi
al retail store, the types of produ
ts should be refreshed regularly sothat losing produ
ts are dis
arded and new produ
ts are introdu
ed. Hen
ewe are interested to �nd a subset of the produ
ts to be dis
ontinued so thatthe pro�t 
an be maximized. The formulation of the problem 
onsiders theimportant fa
tor of 
ross-selling whi
h is the in
uen
e of some produ
ts onthe sales of other produ
ts. The 
ross-selling fa
tor is embedded into the
al
ulation of the maximum pro�t gain from a de
ision. This fa
tor 
an beobtained from an analysis of the history of transa
tions kept from previoussales whi
h 
orresponds to the set Y in formulation (2). 1The se
ond su
h problem is about viral marketing where we need to 
hoosea subset of the 
ustomers to be the targets of marketing so that they 
an in-
uen
e more of other 
ustomers. Some related work 
an be found in [6,14,9,1℄(in SIGKDD 2001,2002,2003 and WWW2003, respe
tively). Again the pro�tgain from any de
ision relies on an analysis based on the knowledge 
olle
tedabout all 
ustomers.1 The problem is related to inventory management whi
h has been studied in man-agement s
ien
e, however, previous works are mostly on the problems of when toorder, where to order from, how mu
h to order and the proper logisti
s [15℄.



ISM: Item Sele
tion for Marketing with Cross-Selling Considerations 3The problem that we ta
kle here is of a similar nature sin
e we also
onsider the fa
tor of 
ross-selling when 
al
ulating the utility or bene�t ofa de
ision. In our modeling, we adopt 
on
epts of the asso
iation rules tomodel the 
ross-selling e�e
ts among items.Suppose we are given a set I of items, and a set of transa
tions. Ea
htransa
tion is a subset of I . An asso
iation rule has the form X ! Ij , whereX � I and Ij 2 I�X ; the support of su
h a rule is the fra
tion of transa
tions
ontaining all items inX and item Ij ; the 
on�den
e for the rule is the fra
tionof the transa
tions 
ontaining all items in set X that also 
ontain item Ij .The problem is to �nd all rules with suÆ
ient support and 
on�den
e givensome thresholds. Some of the earlier work in
lude [13,2,12℄.3 Problem De�nitionIn this se
tion we introdu
e the problem of ISM. To the best of our knowledge,this is the �rst de�nition of item sele
tion problem for marketing with the
onsideration of 
ross-selling e�e
ts. Item Sele
tion for Marketing (ISM) is aproblem to sele
t a set of items for marketing, 
alled marketing items, so as tomaximize the total pro�t of marketing items and non-marketing items amongall 
hoi
es. In ISM, we assume that the sales of some items are a�e
ted by thesales of some other items. Given a data set with m transa
tions, t1; t2; :::; tm,and n items, I1; I2; :::; In. Let I = fI1; I2; :::; Ing. The pro�t of item Ia intransa
tion ti before marketing is given by prof(Ia; ti). Let S � I be a set ofsele
ted items. In ea
h transa
tion ti, we de�ne two symbols, t0i and di, forthe 
al
ulation of the total pro�t.t0i = ti \ S; di = ti � t0iDe�nition 1 (Pro�t Before Marketing). The original pro�t Profit0 be-fore marketing for all transa
tions is de�ned as:Profit0 =Pmi=1PIa2ti prof(Ia; ti) (3)Suppose we sele
t a subset S of marketing items. Marketing a
tion su
has dis
ounting will be taken on S. Let us 
onsider a transa
tion ti 
ontainingthe marketing items Ia and non-marketing items Ib. If we market item Iawith a 
ost of 
ost(Ia; ti) (e.g. dis
ount of item), the pro�t of item Ia aftermarketing in transa
tion ti will be
ome prof(Ia; ti) � 
ost(Ia; ti). After themarketing a
tions are taken, more of the marketing items, says Ia, will bepur
hased. We de�ne the 
hanges in the sales by �(T ), where T is a set ofitems:�(T ) = sale volume of T after marketingsale volume of T before marketing : (4)



4 Raymond Chi-Wing Wong and Ada Wai-Chee FuIn the above the sale volume of T is measured by the total amount of theitems in T that are sold in a �xed period of time. 2 If �(fIag) = 1, then thereis no in
rease of the sales of items Ia. If �(fIag) = 2, then the sales of Ia isdoubled 
ompared with the sales before marketing.On the other hand, without the 
onsideration of 
ross-selling e�e
t dueto marketing, the pro�t of non-marketing items Ib is still prof(Ib; ti). Withthe 
onsideration of 
ross-selling e�e
ts, some of the non-marketing items Ibwill be pur
hased more if there is an in
rease of sales of marketing items Ia.The 
ross-selling fa
tor is modelled by 
sfa
tor(T; Ib), where T is a set ofmarketing items Ia, and 0 � 
sfa
tor(T; Ib) � 1. That is, more 
ustomersmay 
ome to buy item Ib if some other items in T are being marketed. Thein
rease of the sale of item Ib is modelled by (�(T ) � 1)
sfa
tor(T; Ib). 3If �(T ) = 1, then there is no in
rease of sales of marketing items in set T .So, there is no in
rease of sales of non-marketing item Ib. The term (�(T )�1)
sfa
tor(T; Ib) be
omes zero. Similarly, if �(T ) = 2, the sales of items inset T is doubled. Thus, the in
rease of sales is modelled by 
sfa
tor(T; Ib).De�nition 2 (Pro�t After Marketing). The pro�t after marketing Profit1is de�ned as follows.Profit1 =Pmi=1 hPIa2t0i �(fIag)(prof(Ia; ti)� 
ost(Ia; ti))+PIb2di(1 + (�(t0i)� 1)
sfa
tor(t0i; Ib))prof(Ib; ti)� (5)Re
all that t0i is the set of items in transa
tion ti that are sele
ted to bemarketed. For ea
h transa
tion ti, we 
ompute the pro�t from the marketingitems (dis
ounted by 
ost(Ia; ti)), and the pro�t from the non-marketingitems whose sales are in
uen
ed by 
sfa
tor(). Profit1 is the sum of thepro�ts from all tranas
tions. The obje
tive of marketing is to in
rease thepro�t gain 
ompared with the pro�t before marketing. The pro�t gain isde�ned as follows.De�nition 3 (Pro�t Gain). Pro�t gain is :Pro�t Gain = Profit1 � Profit0 (6)From the above de�nitions, we 
an rewrite the pro�t gain as follows.Pro�t Gain = Profit1 � Profit0=Pmi=1 hPIa2t0i [(�(fIag)� 1)prof(Ia; ti)� �(fIag)
ost(Ia; ti)℄+PIb2di(�(t0i)� 1)
sfa
tor(t0i; Ib)prof(Ib; ti)� (7)2 We note that di�erent items may have their di�erent in
rease ratio of the sales(i.e. �(fIig)). However, it is diÆ
ult to predi
t this parameter �(fIig) for ea
hitem Ii. For simpli
ity, we set all �(fIig) to be the same (e.g. �0) in this paper,whi
h is the same as [6,14℄.3 If �(fIig) = �0 for all i, then it is easy to see that �(T ) = �0 for any T (a subsetof I) .



ISM: Item Sele
tion for Marketing with Cross-Selling Considerations 5Next we 
an formally de�ne the problem of ISM:ISM: Given a set of transa
tions with pro�ts assigned to ea
h item inea
h transa
tion and the 
ross-selling fa
tors, 
sfa
tor(), pi
k a set S fromall given items whi
h gives a maximum pro�t gain.This problem is at least as diÆ
ult as the following de
ision problem.ISM De
ision Problem: Given a set of items and a set of transa
tionswith pro�ts assigned to ea
h item in ea
h transa
tion, a minimum pro�tgain G, and 
ross-selling fa
tors, 
sfa
tor(), 
an we pi
k a set S su
h thatProfit Gain � G?Note that the 
ross-selling fa
tor 
an be determined in di�erent ways, oneway is by the domain experts. Let us 
onsider the very simple version where
sfa
tor(t0i; Ia) = 1 for any non-empty set of t0i. That is, any sele
ted itemsin the transa
tion will in
rease the sale of the other items with the samevolume. This may be a mu
h simpli�ed version of the problem, but it is stillvery diÆ
ult.Theorem 1 (NP-hardness). The item sele
tion for marketing (ISM) de-
ision problem where 
sfa
tor(t0i; Ia) = 1 for t0i 6= � and 
sfa
tor(t0i; Ia) = 0for t0i = � is NP-hard.Proof:We shall transform the problem of MAX CUT to the ISM problem.MAX CUT [7℄ is an NP-
omplete problem de�ned as follows: Given a graph- (V;E) with weight w(e) = 1 for ea
h e 2 E and positive integer K, isthere a partition of V into disjoint sets V1 and V2 su
h that the sum of theweights of the edges from E that have one endpoint in V1 and one endpointin V2 is at least K? The transformation from MAXCUT to ISM problem isdes
ribed as follows. Let G = K, �(fIag) = 2, and �(t0i) = 2. For ea
h vertexv 2 V , 
onstru
t an item. For ea
h edge e 2 E, where e = (v1; v2), 
reate atransa
tion with 2 items fv1; v2g. Set prof(Ij ; ti) = 1 and 
ost(Ij ; ti) = 0:5,where ti is a transa
tion 
reated in the above, i = 1; 2; :::; jEj, and Ij is anitem in ti. It is easy to 
he
k that Pro�t Gain =Pmi=1PIb2di 
sfa
tor(t0i; Ib).The above transformation 
an be 
onstru
ted in polynomial time. When theproblem is solved in the transformed ISM, the original MAX CUT problemis also solved. Sin
e MAX CUT is an NP-
omplete problem, ISM problem isNP-hard.4 Asso
iation Based Cross-Selling E�e
tIn the previous se
tion, we see that the 
ross-selling fa
tor is important inthe problem formulation. The fa
tor is indi
ated by 
sfa
tor(t0i; Ij), wheret0i is a set of items sele
ted for marketing and Ij is another item. This fa
tor
an be provided by domain experts if they 
an estimate the impa
t of t0i onIj . However, in typi
al appli
ation, the amount of items would be large andit would be impra
ti
al to expe
t purely human analysis on these values. Wesuggest that the fa
tor is to be determined by data mining te
hnique based



6 Raymond Chi-Wing Wong and Ada Wai-Chee Fuon the history of transa
tions 
olle
ted for the appli
ation. We shall adoptthe 
on
epts of asso
iation rules for this purpose.De�nition 4. Let di = fY1; Y2; Y3; :::; Yqg where Yi refers to a single itemfor i = 1; 2; ::; q, then �di = Y1 _ Y2 _ Y3 _ :::: _ Yq .In our remaining dis
ussion, 
sfa
tor(t0i; Ij) is equal to 
onf(�t0i ! Ij),where 
onf(�t0i ! Ij) is the 
on�den
e of the rule �t0i ! Ij The de�nition of
on�den
e here is similar to the de�nition of asso
iation rules. That is,
sfa
tor(t0i; Ij) = 
onf(�t0i ! Ij)= number of transa
tions 
ontaining any item in t0i and Ijnumber of transa
tions 
ontaining any items in t0i (8)The reason for the above formulation is given as follows. A transa
tion 
anbe viewed as a 
ustomer behavior. In transa
tion ti, there are the 
ross-sellinge�e
t between any marketing items Ia in t0i and non-marketing items in setdi. Let us 
onsider some 
ases. If all items in ti are being marketed, then thereare no non-marketing items, and the pro�t gain is the di�eren
e between thepro�t of marketing items after marketing and that before marketing. If allitems in ti are not marketed, as there are no marketing items, in transa
tionti, there is no 
ross-selling e�e
t from marketing items in transa
tion ti.Thus, the pro�t gain due to marketing be
omes zero. Now, 
onsider the 
aseof a transa
tion 
ontaining both marketing items and non-marketing items.Suppose the 
ustomer who pur
hases any marketing items in set t0i alwayspur
hases non-marketing items Ib. This phenomenon is modelled by a gainrule �t0i ! Ib. The greater the 
on�den
e of these rules is, the greater the
ross-selling e�e
t is. That is, if this 
on�den
e is high, then when more of t0iare sold, it means that very likely more of Ib will also be sold. 45 Hill Climbing Approa
hThe ISM problem is likely to be very diÆ
ult. We propose here a hill 
limbingapproa
h to ta
kle the problem. 5Let f(S) be the fun
tion of the pro�t gain of the sele
tion S of marketingitems. Initially, we assign S = fg. Then, we will 
al
ulate f(S [ fIag) forea
h item Ia. We 
hoose the item Ib with the greatest value of f(S [ fIbg)and insert it into set S. The above pro
ess repeats for the remaining itemswhenever f(S [ fIbg) > f(S).4 The rule I ! �di is 
alled a loss rule in [17℄, be
ause in [17℄, the problem is todetermine a set of items to be dis
ontinued from a store, di refers to some itemsto be removed, and it may 
ause some loss in pro�t from other items.5 We have also tried to apply the well-known optimization te
hnique of quadrati
programming. However, we 
ould only approximate the problem by a quadrati
programming problem and the approximation is not very a

urate sin
e we needto throw away terms in a Taylor's series whi
h may not be insigni�
ant. Theresulting performan
e is not as good as the hill 
limbing method and hen
e arenot shown.



ISM: Item Sele
tion for Marketing with Cross-Selling Considerations 75.1 EÆ
ient Cal
ulation of the Pro�t GainAs the formula of the pro�t gain is 
omputationally intensive, an eÆ
ient
al
ulation of this formula is required. The hill 
limbing approa
h 
hoosesthe item with the greatest pro�t gain for ea
h iteration. Suppose S now
ontains k items at the k-th iteration. At this iteration, we store the value off(S) in a variable fS . At the (k+1)-th iteration, we 
an 
al
ulate f(S[fIxg)from fS eÆ
iently for all Ix 62 S. Let T be the set of transa
tions 
ontainingitem Ix and at least one item in sele
tion set S. We 
an 
al
ulate f(S[fIxg)as f(S [ fIxg) fS + g(Ix)� h(S; T ) + h(S [ fIxg; T ) (9)where g(Ix) =Pmi=1 [(�(fIxg)� 1)prof(Ix; ti)� �(fIxg)
ost(Ix; ti)℄h(X; T ) = Xti2T XIb2di(�(t0i)� 1)
sfa
tor(t0i; Ib)prof(Ib; ti)For h(X; T ) we assume all items in set X are sele
ted for marketing, i.e.t0i = ti\X , and di = ti�t0i. Fun
tion g(Ix) is the pro�t gain of marketing itemIx in all transa
tions. Fun
tion h(X; T ) is the pro�t gain of non-marketingitems for the sele
tion X in all transa
tions in set T .Let us 
onsider the 
al
ulation of f(S[fIxg). For g(Ix), we need to add thepro�t gain of the newly added marketing item Ix after marketing (i.e. g(Ix))to fS . For the remaining parts, we only deal with the transa
tions in set T .We need to subtra
t the pro�t gain of non-marketing items for the sele
tionS in all the transa
tions in set T (i.e. h(S; T )) and then add the pro�t gainof non-marketing items for the new sele
tion S [ fIxg in all the transa
tionsin set T (i.e. h(S [ fIxg; T )). As the set T is typi
ally small 
ompared withthe whole database, we 
an save mu
h 
omputation by restri
ting the s
opeof sear
h to T . In the a
tual implementation the s
ope restri
tion is realizedby a spe
ial sear
h pro
edure of a spe
ial FP-tree as des
ribed below.5.2 FP-tree ImplementationThe transa
tions in the database are examined for 
omputation wheneverthe 
on�den
e term 
onf(�t0i ! Ij) is 
al
ulated. So, we need to do thisoperation e�e
tively. If we a
tually s
an the given database, whi
h typi
ally
ontains one re
ord for ea
h transa
tion, the 
omputation will be very 
ostly.Here we make use of the FP-tree stru
ture [8℄.We 
onstru
t an FP-tree FPT on
e for all transa
tions, setting the sup-port threshold to zero, and re
ording the o

urren
e 
ount of itemsets atea
h tree node. With the zero threshold, FPT retains all information in thegiven set of transa
tions. Then we 
an traverse FPT instead of s
an theoriginal database. The advantage of FPT is that it forms a single path fortransa
tions with repeated patterns. In many appli
ations, there exist manytransa
tions with the same pattern, espe
ially when the number of transa
-tions is large. These repeated patterns are pro
essed only on
e with FPT . By



8 Raymond Chi-Wing Wong and Ada Wai-Chee Futraversing FPT on
e, we 
an 
ount the number of transa
tions 
ontainingany items in set t0i and item Ib and number of transa
tions 
ontaining anyitems in set t0i.The details of the pro
edure 
an be found in the des
ription of the fun
tionparseFPTree(N,D) in [17℄. From our experiments this me
hanism 
an greatlyredu
e the overall running time.6 Empiri
al StudyWe have used Pentium IV 2.2GHz PC to 
ondu
t our experiments. In our ex-periments, we study the resulting pro�t gain of marketing using the proposedalgorithm. After the exe
ution of our algorithm, there will be a number of se-le
ted marketing items. Let there be J resulting items (or marketing items).Note that J is not an input parameter. We 
ompare our results with thenaive approa
h of marketing by 
hoosing J items with the greatest valuesof pro�t gain in De�nition 3 in Se
tion 3 as marketing items, assuming no
ross-selling e�e
t (i.e. 
sfa
tor(t0i; Ib) = 0 for any set ti and item Ib). Thisnaive approa
h is 
alled dire
t marketing.6.1 Data SetWe adopted the data set from BMS WebView-1, whi
h 
ontains 
li
kstreamand pur
hase data 
olle
ted by a web 
ompany and is part of the KDD-Cup2000 data [11℄. There are 59,602 transa
tions and 497 items. The averagetransa
tion size is 2.5. The pro�t of ea
h item is generated similarly as [17℄.6.2 Experimental ResultsFor the data set, we study two types of marketing method - dis
ounted itemsand free items. For dis
ounted items, the selling pri
e is half of the originalpri
e. Free items are free of 
harge. As remarked in Se
tion 3, we shall assumea uniform 
hange in the sale volume for all marketing items, i.e. �(Ii) = �for all items Ii. This set up is similar to that in [6℄. For the real data set,the experimental results of pro�t gains and exe
ution time against � for thesituation of dis
ount items are shown in Figure 1 and Figure 2. Those forthe situation of free items are shown in Figure 3 and Figure 4. In the graphsshowing the pro�t gains, we show the number of resulting marketing itemsnext to ea
h data point of the hill 
limbing method. This number is also thenumber of iterations in the hill 
limbing method.In all the experiments, the pro�t gain for the hill 
limbing approa
h isalways greater than that for dire
t marketing. This is be
ause the proposedalgorithm 
onsiders the 
ross-selling e�e
t among items, but the dire
t mar-keting does not.The exe
ution time of dire
t marketing is roughly 
onstant and is verysmall in all 
ases. For the hill 
limbing approa
h, the exe
ution time in
reasessigni�
antly with the in
rease in �. This is explained by the fa
t that when� is in
reased, the marketing e�e
t in
reases, meaning that the in
rease in



ISM: Item Sele
tion for Marketing with Cross-Selling Considerations 9sale of marketing items will be greater, whi
h also in
reases the sale of non-marketing items by 
ross-selling e�e
t. The 
ombined in
rease in sale will beable to bring more items to be pro�table for marketing sin
e they 
an now
ounter the 
ost of marketing. This means that the hill 
limbing approa
h willhave more iterations as � in
reases sin
e the introdu
tion of ea
h marketingitem requires one iteration, and this means longer exe
ution time.Note that in the s
enario of free marketing items, dire
t marketing leadsto zero or negative pro�t gain. This is be
ause the items are free and generateno pro�t, and hen
e when 
ompared to the pro�t before marketing, the pro�tgain is zero or negative. In the syntheti
 data, it is found that the gain iszero in most 
ases, sin
e the marketing items are 
hosen to be those with nore
orded transa
tion. The gain be
omes negative for the real data set. Su
hresults are similar to those for dire
t marketing in [6℄.
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lusionIn this paper, we have formulated the problem Item Sele
tion for Market-ing (ISM) with the 
onsideration of 
ross-selling e�e
t among the items. We



10 Raymond Chi-Wing Wong and Ada Wai-Chee Fuproved that a simple version of this problem is NP-hard. We adopt the 
on-
epts of asso
iation rules to the determination of the 
ross-selling fa
tor. Thenwe propose a hill 
limbing approa
h to deal with this problem. We have 
on-du
ted some experiments on both real data and syntheti
 data to 
ompareour method with the results of a naive marketing method. The results showthat our algorithm is highly e�e
tive and eÆ
ient.A
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