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ABSTRACT

The importance of dominance and skyline analysis has be#n we
recognized in multi-criteria decision making applicasonMost
previous works study how to help customers find a set of “best”
possible products from a pool of given products. In this pape
we identify an interesting problem, creating competitiveducts,
which has not been studied before. Given a set of productsein t
existing market, we want to study how to create a set of “bess-
sible products such that the newly created products areort-d
nated by the products in the existing market. We refer suctiymts

as competitive products. A straightforward solution is¢ograte a
set of all possible products and check for dominance reiakips.
However, the whole set is quite large. In this paper, we pgepo
a solution to generate a subset of this set effectively. Aaresive
performance study using both synthetic and real datasetpasted

to verify its effectiveness and efficiency.

1. INTRODUCTION

Dominance analysis is important in many multi-criteriaidin
making applications.

EXAMPLE 1 (SKYLINE). Consider that a customer is looking
for a vacation package, where each package typically amtzi
flight reservation and a hotel reservation, using some ltiayen-
cies like Expedia.com and Priceline.com. The customer imes
criteria for choosing a package, namely No-of-stops, Distato-
beach, Hotel-class and Price. For two packagesdg, if p is bet-
ter thang in at least one factor, and is not worse th@n the rest of
remaining factors, thepis said todominateg. Table 1 shows four
packagespi, p2, ps andp4. In attribute Hotel-class, the numbers
in braces can be ignored at this point and will be describeat.la
For example, in the tables; has attribute “Hotel-class” equal to
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4. Assume that less stops, shorter distance to beach, Higitelr
class and lower price are more preferable. Thusjominates,
becausep; has less stops, shorter distance to beach, higher hotel
class and lower price. However, packagedoes not dominatg.
because- has lower price. Similarly, package does not domi-
natep: because; has less stops. 0O

In a table, a tuple that is not dominated by any other tuple is
said to be askyline tupleor it is in theskyline Recently, skyline
analysis [17, 12, 20, 10, 15, 23] has received a lot of intdres
the literature. In Example 1, packages in the skyline if it is not
dominated by any other packages. The packages in the slarkne
the best possible tradeoffs among the four factors in questor
examplep; is in the skyline because it is not dominatedzy ps
andps. However,p, is not in the skyline becauge is dominated
by p1.

EXAMPLE 2 (CREATING COMPETITIVE PRODUCTS). A
new travel agency wants to start or create some new packages t
be formed from a pool of flights and a pool of hotels as shown
in Table 2 and Table 3, respectively. One straightforwarg oia
forming new packages is to generate all possible combinstid
flights and hotels.

When generating a new package from a fliilsnd a hoteh, we
set the price of the new package as a function of the cogtafd
the cost ofh. For example, we set the price of packagexactly to
the sum of the cost of and the cost of. Here, a package gen-
erated fromfs andhs has price at least0 + 140 = 220. Thus, all
attributes ofy (No-of-stops, Distance-to-beach, Hotel-class, Price)
are (2, 170, 4, 220). 0O

In Example 2, the set of all possible packages generated from
flights and hotels as shown in Table 4 {8, : (fi,h1),q2 :
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Note that there are somexisting packages in the market as
shown in Table 1. Not all newly generated packages from 8ight
and hotels will be chosen by customers because some of them
are dominated by existing packages in the market. For exampl
g24 : (fs,hs) has (No-of-stops, Distance-to-beach, Hotel-class,
Price) = (2, 200, 3, 210). It is dominated by packagen the ex-
isting market because the priceafis lower than the price ofz4
and other attributes gf: are not worse than those ¢f;.

In addition to the existing packages in the market, some yewl
generated packages may also be dominated by othety gen-
erated packages. For example, a newly generated pagkage
(fa, he) is dominated by another newly generated package:

(fs, h1) where ¢13 has (No-of-stops, Distance-to-beach, Hotel-
class, Price) = (2, 100, 3, 180).



Package| No-of-stops| Distance-to- | Hotel-class| Price Flight | No-of-stops| Flight-cost
beach f 0 120
D1 0 130 4(2) 250 1
o 1 140 72 170 f2 1 100
s 1 300 5 (1) 150 I3 2 80
Pa 1 150 2@) 300 fa 2 90
Table 1: Packages in the existing market Table 2: A setF of flights from the new travel agency
Package No-of-stops| Distance-to- | Hotel-class| Price
Hotel | Distance-to- | Hotel-class| Hotel-cost Beach
beach q1: (f1,h1) 0 100 3(3) 220
h1 100 JE) 100 a2 : (J1,h2) 0 200 4(2) 210
h2 200 42 90 q3 : (f1,h3) 0 400 5@ 200
h3 400 5(1) 80
ha 150 4(2) 150 g7 : (f2,h1) 1 100 3(3) 200
hs 170 4(2) 140
he 200 3(3) 120 q13 : (f3,h1) 2 100 3(3) 180
Table 3: A set H of hotels from the new travel 924 : (fa, he) 2 200 3(3) 210

agency

Table 4: All possible packages generated front” and H

The set of all possible newly generated packages that are notof our knowledge, we are the first to study how to create compet

dominated by any packages in the existing market and anyynewl
created packages corresponds to the “best” packages fdromad
flights and hotels. We call these packagempetitive packages
Hence, the problem in Example 2 is: Given a tabjestoring all
packages in the existing market, a table storing flights atable
storing hotels, we want to find all competitive packages peed
from the flights and the hotels. Specifically, they are in thdise
with respect to the final dataset that include packag&s:iand all
possible packages formed from hotels and flights. In Tabts#,
q1, 92, g3, g7 andgi3 are competitive packages.
A naive way to obtain the set of competitive packages is to (1)
generate all possible combinations of hotels and flights a2l

tive products. Creating competitive products can help ffeateof
companies to generate new packages, which cannot be agliiress
by existing methods. (2) We also propose a solution which can
reduce the size of the space of possible combinations f#gct
by grouping “similar” products in the same groups and preces
them as a whole. (3) We present a systematic performancg stud
using both real and synthetic datasets to verify the effeotss
and the efficiency of our method. The experimental resultsvsh
that creating competitive products is interesting.

The rest of the paper is organized as follows. We first give a
background and some notations of this problem in Sectiom2. |
Section 3, we formally define our problem. Our proposed ntktho

these to the existing market packages and (3) compute the sky is developed in Section 4. In Section 5, we give some disonssif

line of the whole dataset. This approach has several weséses
Firstly, the set of all possible combinations generatechfftights
and hotels can be extremely large. This motivates us to gepn
algorithm which considers only a subset of the space of plassi
combinations and thus effectively reduces the search sphite
computing the full set of competitive packages. Secondihgesa
newly generated product possibly dominates another neergig
ated product, there is a need to check the dominance redatjon

the proposed method. A systematic performance study istexpo
in Section 6. In Section 7, we describe some related work. The
paper is concluded in Section 8.

2. BACKGROUND AND NOTATIONS

We first describe the background about skyline in Section 2.1
Then, we give some notations used in this paper in Section 2.2

among each pair of newly generated packages, which can be pro 2.1 Background: Skyline

hibitively expensive.

In this paper, we formulate this problem and introduce efiti
algorithms that avoid fully materializing the space of aispible
packages and naively applying the skyline algorithm on thele
space. We call this problegreating competitive productshere a
package in our example refers to a product.

Forming competitive products is common in real life applica
tions. Other applications for creating competitive praduin-

clude assembling new laptops which involve CPU, memory and
screen where laptops correspond to products and CPU, memoryyimensionz. .
and screen are used to form products; a laptop company can or

der the components from different vendors and there are af lot
existing laptops in the market. Another interesting aggian is
to create a delivery service which involves different traorgation
carriers such as flights and trucks. A cargo delivery comzmy
use different transportation carriers for the deliverythiis applica-
tion, delivery services are products which are generateh filif-
ferent transportation carriers.

A skyline analysis involves multiple attributes. The vaua
each attribute can be modeled by a partial order on the atitril#\
partial order < is a reflexive, asymmetric and transitive relation. A
partial order is also a total order if, for any two valuegndv in
the domain, eithet. < v orv < u. We writeu < v if v < v and
u # v.

By default, we consider tuples in an-dimensional spaceS =
x1 X --- X x. For each dimensiom;, we assume that there is
a partial or total order. For a tuple p.z; is the projection on
For dimensiong,, if p.x; < g.z;, we also simply

‘write p <, ¢. We can omitz; if it is clear from the context.

For tuplesp andg, p dominates; with respect tdS, denoted by
p < g, if, for any dimensionz; € S, p <., ¢, and there exists a
dimensionz;, € S such thap <., q¢. If p dominatesy, thenp is
more preferable thap

DEFINITION 1 (SKYLINE). Given a dataseD containing tu-
ples in space, a tuplep € D is in the skyline oD (i.e., a skyline

LIn this paper, we use the termattribute’ and “dimensiofi inter-

Our contributions are summarized as follows. (1) To the best changeably.



tuple inD) if p is not dominated by any tuplesin. The skyline of
D, denoted bys K'Y (D), is the set of skyline tuples .

For example, in Table 1 wher® = {pi,p2,ps3,pa}, Since
p1,p2 and ps are not dominated by any tuples I, SKY (D)

is equal to{p17p27p3}'

2.2 Notations

Given k source tablesnamelyTy, Ts, ..., Tk, each source table
T; has a setX; of attributes. The domain of each attributeXn
is R. For any two sets of attributeX; and X;, X; N X; = 0.
Let X denote the set of all attributes of source tables. That is,
X =Uk X,

The tableT; storing the flights (Table 2) and the table
storing the hotels (Table 3) are examples of source tabl§s.
and X, are {“No-of-stops”, “Flight-cost} and {“Distance-to-
beach”, “Hotel-class”, “Hotel-cos¥, respectively.X = {“No-of-
stops”, “Flight-cost”, “Distance-to-beach”, “Hotel-dg”, “Hotel-
cost’}. Letz1,z2,x3, x4 andxs be “No-of-stops”, “Flight-cost”,
“Distance-to-beach”, “Hotel-class” and “Hotel-cost”spectively.

The source tables are used to generateptoeuct table The
product tableT» has a selt” of attributes. The domain of each
attribute inY is R. Each attribute;; € Y of the product table can
be computed from the attribute s&tof the source tables according
to the following definition:

DEFINITION 2 (MERGINGFUNCTION g;). For each at-
tribute y; € Y, we define a functiog; called merging function
over attribute seft’ such thaty; = g,(X).

In this paper, for the sake of illustration, we study the nregg
functiong; with the linear form overt as follows.

() =Y w)-a

TEX

@)

wherew(z) is the weight of attribute: and is a real number. The
weights of all attributes igt’ for functiong; are denoted by a vector
vj. If the weightw(z) of an attributer € X is equal to 0, we say
thaty; € Y isindependentf attributexz. Otherwise, we say that
y; is dependenon attributez. The weight vector of each function
g; is given by the user. Note that the technique presented $n thi
paper can handle any other specific monotonic merging fomcti

The above linear form (Equation 1) can express how the atg&rib
y; of the product table can be derived from the attributes of®u
tables in many real applications. We distinguish betweenkiwds
of attributes in the product table, namelirect attributeandindi-
rect attribute

A direct attribute of the product table is an attribute whish
exactly equal to one of the attributes of a source table. ¥amele,
in our running example, attribute “No-of-stops” of Tablesdysy;,
is exactly equal to attribute “No-of-stops” of Table 2, saydn this
case, the vector for the merging function of attribytecontains
only one entryw(z) equal to 1 and other entries(z’) equal to
0. An indirect attribute of the product table is the attriothat is
equal to the weighted sum of multiple attributes of multipteirce
tables. For instance, the product table has attribute &Pi(g.)
which is equal to the sum of attribute “Flight-cost” of Talléx-)
and attribute “Hotel-cost” of Table ). In this case, the vecter
contains two entries, namely(z2) andw(xs ), both equal to 1, and
other entrieav(z") equal to 0. The formulation of the summation
of attributes appears naturally in many applications.

DEFINITION 3 (DEPENDENTATTRIBUTE). Given an at-
tribute y; € Y and an attributer € X; wherei = 1,2, ..., k, z is

said to be adependent attributef y; if the weight ofx in function
g; (i.e., w(x)) is equal to a non-zero value. We defibgy;) to
denote a set of all dependent attributegof

ExaMPLE 3 (DEPENDENTATTRIBUTE). Table 4 is the
product table is equal to{“No-of-stops”, “Distance-to-Beach”,
“Hotel-class”, “Price’}. Lety; ="No-of-stops”, y» ="Distance-
to-Beach”,y; ="Hotel-class” andys ="Price”.

Suppose the vector stores the weights of attribute¥ im this
order: x; :*No-of-stops”, x> :“Flight-cost”, z3 :“Distance-to-
beach”, x4 :“Hotel-class”, z5 :“Hotel-cost”. Then, the vectors
v1,v2,v3 andwvy are equal to (1, O, O, O, 0), (O, O, 1, 0, 0), (O,
0,0,1,0)and (0, 1, O, O, 1), respectively. Itis easy to yetifat
D(y1), D(y2), D(ys) and D(ya) are equal tof{z:}, {ws}, {xa}
and{zx2, =5}, respectively. 0O

In the above example, we observe that there is no overlapping
amongD(y)’s. In other words, each attributeof a source table is
involved in the computation aéxactly oneattributey of a product
table. In the following, to simplify the discussion, we assuthat,
for any two attributeyy andy’ in Y, D(y) N D(y') = 0. If this
assumption does not hold where an attributef a source table is
involved in the computation of more than one attribute of@dpict
table, we can duplicate attributesuch that the above assumption
holds. With this assumption, we have the following defimitio

DEFINITION4 (TARGETATTRIBUTE). Supposey; € Y and
x € X. y; is said to be thearget attributeof =, denoted byy(z),
if the weight ofx in vectorv; (i.e.,w(z)) is non-zero.

Since each attribute of a source table is involved in the compu-
tation ofexactly oneattributey of a product table, each attribute
has its unique target attribute.

EXAMPLE 4 (TARGETATTRIBUTE). Since D(y1), D(y2),
D(ys) and D(y4) are equal to{z1}, {zs}, {z4} and {z2, =5},
we obtain thatv(z1), a(z2), a(xs), a(zs) anda(zs) are equal to
Y1, Y4, Y2, y3 andya, respectively. O

In our motivating application, we say that, in table flight; a
tribute Flight-cost is anerging attributebecause its value imerged
with the value of attribute Hotel-cost to form the value dfibute
Price for a package. We say that attribute No-of-stops e
merging attributesince attribute No-of-stops is directly used in the
attribute value for a package.

DEFINITIONS5 (MERGINGATTRIBUTE). Given an attribute
z € X;, x is said to be amerging attributéf |D(y)| > 1 where

y = a(x).

EXAMPLE 5 (MERGINGATTRIBUTE). In table flight (Ta-
ble 2), attribute “Flight-cost” £2) is a merging attribute. Lej,
be attribute “Price”. This is becausgx2) = ya4 and D(y4)
{z2,z5} where|D(y4)| > 1. But, attribute “No-of-stops”,) is
not a merging attribute. In table hotel (Table 3), attribtiietel-
cost” (z5) is a merging attribute. But, attributes “Distance-to-
beach” 3) and “Hotel-class” £4) are not. 0

3. PROBLEM DEFINITION

Each tuple in the product table ispaoductgenerated from one
tuple of each source tablg. Consider a tuple in the product
table generated from tuplg in T, tuplets in Tx, ..., tuplety in
Ti.. We define a function calleproduct functiorover these tuples
with merging functiory; as follows.



DEFINITION6 (PRODUCTFUNCTION#). Considerk tuples,
namelyti, ta, ..., tx, Wheret; is a tuple inT; for: = 1,2, ..., k.
Suppose we generate the prodyctrom thesek tuples. We de-
fine a functiord called product functionover thek tuples, namely
t1,t2, ..., tg, such thaiyg = 0(t1, ta, ..., tr).

Let X, be the set of all attribute values of tuples to, ..., tx.
Specifically, under functiof, for each attributey; of ¢, the value
of y; is equal tog, (X, ).

A package; generated fronys of T (flights) andhs of T (ho-
tels) is computed by( f3, hs). In Example 2, it has attributes (No-
of-stops, Distance-to-beach, Hotel-class, Price) = (2, 47220).

Let U(T1, T3, ..., Tk) be the set of all possible products gener-
ated from source tablés, T, ..., T. Formally,U (T, 1>, ..., Tk)
is equal to

{a(tl,tz, ..A,tk)|ti eT; where: € [1,k])}

In our running examplel/ (74, 7%) is equal to{q1 : (f1,h1),¢2 :
(f17h2)7q3 (f17h3)7q4 (f17h4)7'“7q24 (f47h6)}'
U(T1,Ts, ..., Ty) is represented by a product table denoted by
for the ease of reference. Table 4 is an exampl&f

In addition to the possible products generated from soatoies
Ti,T>, ..., Tk, there exist products in thexisting markets These
existing products are stored in a product table denotefibyThus,
the products iT'x are given but the products if, are to be gen-
erated from source tablgs, T, ..., Tx. Table 1 is an example of
TE.

We definecompetitive productas follows.

DEFINITION 7 (COMPETITIVE PRODUCT). Given a product
q in Tg, q is said to be acompetitive productf ¢ is in the skyline
with respect tdl'e U Tg.

In our motivating example, described in Section 1, the nendy
ated productp4 is not a competitive product becaugs is dom-
inated by producp- in the existing market. However, the newly
created product; is a competitive product because there are no
other products il andTg dominatingg; .

In this paper, we address the problem of finding all competiti
products inTg.

A straightforward solution involves two steps. @dep 1 (Cre-
ating Tg): The first step is to generaf&; from k source tables,
namelyTy, Ts, ..., Tx. (2) Step 2 (Finding Competitive Product):
The second step is to adopt one of the existing algorithms, [13]
to compute the skyline with respectT® U Tq.

In the following, for the sake of illustration, we assumettha
for each attribute, the smaller the value is, the better. ifisour
motivating example, only attribute Hotel-class does ndb¥othis
assumption. We subtract each value in attribute Hotelsdiasnm
5. In Table 1 and Table 3, the numbers in braces are the stddrac
value. In the following, we use the subtracted value foritaite
Hotel-class.

Our objective is to find all competitive products frofy, effi-
ciently. Note that all products in the answer are in the skyline with
respect td’s UTg. The computation cost of finding these products
depends on two major components.

e Intra-dominance Checkingntra-dominance checking refers
to the dominance checking among all newly generated prod-
ucts inTg. For example, in Section 1, we observe that some
newly generated packages, says, may dominate another
newly generated packages, says There are totally at most
|To|* dominance checks.

e Inter-dominance Checkindnter-dominance checking refers
to the dominance checking between the tupleBgrand the
tuples inTg. For example, as described in Section 1, the
newly generated packagg. is dominated by an existing
packagep,. There are totally at mo$t'» | x |T| dominance
checks.

The total number of checks is at mddig|? + |T»| x |Tg|.

In the following, we propose some techniques which redudh bo
the number of intra-dominance checks and the number of-inter
dominance checks. At the same time, we do not want to material
the entireTy,.

This project is started with a travel agency which wants & cr
ate packages from flights and hotels in order to create cativpet
packages. This project has one important characteristiedctne
at-most-one merging attribute characteristfor each source table
T;, there exists at most one merging attribut&in This character-
istic avoids any intra-doiminace checkiragnong tuples i’;,. In
the following, we assume that the application satisfies thaast-
one merging attribute characteristic. A general model i@y
not satisfy this characteristic is described in Section 5.

The at-most-one merging attribute characteristic comesally
in a lot of applications in addition to creating packages. appli-
cations for generating products based on attribute prieesame
examples. For example, when new laptops are formed, wedsmsi
attribute price of each component (e.g., CPU, memory arebsgr
Another example is the delivery service where each tramagon

However, the computation is expensive. Suppose that each ta carrier has attribute price.

ble T; has~ tuples. The size of is equal toy*. For example,
whenk = 3 andv = 1,000, 000, then the size of, is equal to

1 x 108, which is extremely large. Most of the known algorithms
without indexing finding the skyline over a single talfl@are shown

to have a worst-case complexity ©f(d|1'|?), whered is the num-
ber of dimensions andll'| is the table size, and an average-case
complexity at least linear ifi’| [9]. It is shown in [5] that the sky-
line problem requires at leaflog |T'|!T comparisons. Thus, since
the second step of the straightforward approach procelssatata
T(=Tg UTg),if |Te| is equal to 1,000,000, the size of the table
T denoted byT| is equal tol, 000,000 + 1 x 10'® ~ 1 x 10%.
With this large value ofT’|, the complexity of the straightforward
approach is quite high (i.eQ(d x (1 x 10'®)?)). This motivates
us to propose an algorithm which considers only a subsetoéét
and thus effectively reduces the search space.

4. ALGORITHM

We first describe the framework of our algorithm in Sectioh 4.
by avoiding intra-dominance checking steps. Based on thimd-
work, we propose to group “similar” newly generated produot
gether to reduce the number of inter-dominance checkinsste

4.1 Framework

In this section, we give a framework which is simple but etifex
to generate competitive products by avoiding the intraidamce
checking.

EXAMPLE 6 (FRAMEWORK). Consider a packageg
(fa,he) andq’ : (fs,h2). From Table 2 and Table 3, it easy
to verify thatq has(y1,y2,ys,y4) = (2,200, 3,210) andq’ has
(y1,y2,93,94) = (2,200,2,170). Specifically,q is dominated
by ¢’. We call this dominance relationship as an intra-dominance
relationship.

The reason why; is dominated by’ is that each of the tuples
from the source tables which are used to geneyatee dominated



Flight | No-of-stops| Cost
f1 0 120
f2 1 100
f3 2 80

Table 5: A setF’ of skyline tuplesin F (i.e., SKY (F))

by each of the correspondence tuples which are used to genera
q’. Specifically,f, is dominated byf; (See Table 2) an#ls is also
dominated by, (See Table 3). By this observation, we propose
a framework which first removes all tuples in each sourceetabl
dominated by other tuples. The remaining tuples of a sowaicie t

T; correspond to the skyline &f;, which will be used to generate
competitive products. 0

The framework is described as follows. For each source fBble
we find the skyline ovef;, denoted byl;, whereT] = SKY (T;).
Let Ty be table flight (Table 2) and’ be table hotel (Table 3).
It is easy to verify that irly, only f1 is dominated and thu®;
becomesly as shown in Table 5. Besides, T4, only hg is dom-
inated and thug> becomesl’; as shown in Table 6. Lefy, be
the set of all products generated frdhj, 75, ..., 7. Note that
To = U(T1,Ts,...,T},) andT, C Tg. We have the following
lemma.

LEMMA 1. Supposeg € Tg. g € SKY (Tr UTyg) ifand only
if g€ SKY (Tp UTS).

The above lemnfaclaims that a newly generated produycie
Tg is in the skyline computed according ¥, 7%, ..., T}, if and
only if ¢ is in the skyline computed according @, 7%, ..., Tk.
In other words, we can just focus on finding the skyline accord
ing to Ty, T5, ..., T}, instead ofTy, Ty, ..., Ty. SinceT] is much
smaller thanT; in general, the total number of products gener-
ated fromTY, Ty, ..., T}, is much smaller than that generated from
T1,T>, ..., Tx. Thus, the search space is significantly reduced.
After we obtainTy,, we have the following interesting property.

LEMMA 2 (NON-DOMINANCE RELATIONSHIP). If the ap-
plication satisfies the at-most-one merging attribute elsgeristic,
for any two distinct tupleg and ¢’ in T¢,, there is no dominance
relationship between andq’. Thatis,q 4 ¢’ andq’ £ q.

The above lemma guarantees no intra-dominance relatnshi
among all products generated from the resulting sourceegabl
It is a good feature since we do not need to perform any intra-
dominance checking. We only need to check the inter-donsiman
relationship between tuples froff, and tuples fron¥'z, as shown
in Lemma 3.

LEMMA 3. Suppose € Tg,. ¢ € SKY (Tg UTY) if and only
if g € SKY (Tr U {q}).

Lemma 3 is a key to the efficiency of the algorithm to be pro-
posed. Since, here, we can save the computation of chedkéng t
intra-dominance relationship among tuples 75, the proposed
step can reduce the search space effectively.

Algorithm 1 shows the algorithm for creating competitivegr
ucts.

2Note that, according to the above lemmgagc Tq /T, must not
be in the skylineSKY (Tr U Tgq).

Hotel | Distance-to- | Hotel-class| Cost
beach
h1 100 3 100
ho 200 2 90
h3 400 1 80
hy 150 2 150
hs 170 2 140

Table 6: A setH’ of skyline tuplesin H (i.e., SKY (H))

Algorithm 1 Algorithm for Creating Competitive Products

Input: a setl'z of products in the existing market and a gt of
all possible products frory, T, ..., T},
Output: the setO of competitive products
O R
: for eachg € T, do
Ilifqge SKY (Tg U{q})
if ¢ is not dominated by any tuple ifiz then
O+~ O0u {q}
return O

ouhrwnNRE

THEOREM 1. Algorithm 1 returnsSKY (Tr UTg).

With Algorithm 1, intra-dominance checking steps are reetbv
if the scenario has the at-most-one merging attribute ckexiatic.
Thus, |To|* checks are avoided. Since we focus on processing
T, instead ofT (whereTy, C Tjg), the total number of inter-
dominance checking steps is reduced fridm| x |Tq| to |T&| x
|T5|. The total number of checks in this algorithm is at m@3s| x
|T5|. Similarly, we can findl’z = SKY (T's) so that the number
can be reduced til'z| x |T5]. In the following, when we write
Tr, we mearl .

Although Algorithm 1 helps us to derive an efficient algomith
a naive implementation stithaterializesall possible products gen-
erated fromly, T, ..., Ty, and obtains a séf;,, which is computa-
tionally expensive. As we described beforey ifs the size of each
table 7}, the total number of tuples i@i, is v*. In the following,
we propose techniques to avoid materializiffg,

4.2 Group Partitioning

In the previous section, although we avoid the intra-domiea
checking, in order to make the algorithm much more efficiam,
have to reduce the number of inter-dominance checking .steps
this section, we propose a technique calgdup partitioningto
further reduce the number of inter-dominance checkingsst€pe
main idea of the group partitioning technique is to groupritar”
tuples inTy, into a single groufd, create aest representativior
this groupG, denoted by(G), and compare the tuples T with
this representative. With this technique, we propose twalskiof
pruning, namelfull pruning, in which we try to prune the whole
groups, andpartial pruning, in which we try to prune some mem-
bers of some groups. Full pruning is described in this seatilile
partial pruning is described in Section 4.3.

Intuitively, the best representative is a tuple which is best
among these “similar” tuples according to the following diion.

DEFINITION 8 (BESTREPRESENTATIVE. Given a group,
atuplet is said to be aest representativiét dominates all tuples
in G which have some different attribute values fram

Using the best representative has the advantage of redtieng
number of inter-dominance checking steps. For examplesiden
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Variable Attribute Name Flight x, | x Hotel Xy | Xy | Xs
X, No-of-stops 7, 0 |120 h, _100] 3 100
X, Flight-cost £ 1 100 h, 2000 2 190
X, Distance-to-beach min(x) | 0 [100 .h] 400 1 |80
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X5 Hotel-cost
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1. 1 [100+80=180 i, 200] 2 [ 90+100=190
h, 400] 1 | 80+100=180
(a) (b) (©)

Figure 1: An example to illustrate the meta-transformation

N tuples,g1, g2, ..., gn, in T¢, forming a groupG. Consider a par-
ticular tuplep in Tr. Without the best representative, in order to
determine whetheg; is dominated byp, we have to performV
times of inter-dominance checks. However, with the besesm-
tative, we can just performsinglestep of the dominance checking
between the best representafiyér) and tuplep. Thus, the number
of inter-dominance checking steps may reduce figrto 1.

In our implementation, given a group, the best representative
of G is obtained by setting each attribute value of the reprasieat
to be the minimum possible attribute value among all tupteS.i
It is easy to verify that the best representativiound with this
method dominates all tuples i@ which have different attribute
values fromt.

EXAMPLE 7 (BESTREPRESENTATIVE. Consider a group’
containing only two productsy : (f2,hs) andq’ : (f2,hs).
Their attribute values of (No-of-stops, Distance-to-teadotel-
class, Price) are (1, 150, 4, 250) and (1, 170, 4, 240), r&spbc
We create dest representativior this group as (1, 150, 4, 240) by
taking the minimum possible value among all tuplesgsion each
attribute. Note thatl, 150, 4, 240) dominates both (1, 150, 4, 250)
and (1, 170, 4, 240). Besides, since this best representatilom-
inated by an existing produgk, we conclude that all members in
the group are also dominated py and are not in the answer.;

LEMMA 4 (FuLL PRUNING). If b(G) is dominated by a tuple
pinTg, all tuples inG are also dominated by.

The next question is how we find “similar” tuples'itf, to form
a groupG and then find the best representatiyér). A straight-
forward solution is to perform clustering over all possiblples

in T4 to form groups and then find the best representative in each

group. This solution has a requirement that we haven&eri-
alize all tuples inTy, by enumerating all possible products from
T1,Ts, ..., ). As we mentioned before, materializing all possible
tuples inTy, is time-consuming and there are a large number of
possible tuples iffy,.

(of tableT?), clusterC, (of tableT?), ..., clusterC}, (of tableTy,).
We denotg5 in form of (C4, Cs, ..., C%). Let L be the set of clus-
ter IDs forCy, Cs, ..., Cr. We just keep seL to denote group
in the implementation. Since each cluster from a source teduh-
tains “similar” tuples, the groug’ formed also contains “similar”
tuples.

Any clustering techniques can be used in our algorithm. dinsp
the opportunity of leveraging the rich literature of clustg to op-
timize our algorithm. In our implementation, we addpimean to
cluster over each source table where Euclidean distancecriset
used for the pairwise distance.

Although we do not enumerate all membersGinwe can still
create the best representativg>) by using thebest representa-
tive of each corresponding clusté¥; of source tablel}. The best
representative of cluster; of a tableT] is generated according to
Definition 8 with its attributes set t&’; instead ofY". Specifically,
for each cluste€;, we create the best representatiV€’;) of clus-
ter C;. Then, we find the best representatifé€) of a groupG by
the following formula.

9(1,61,’11427 ..A,U,k)

wherew; = b(C;) forl € [1, k].

EXAMPLE 8 (BESTREPRESENTATIVE. Supposd] is table
flight and T3 is table Hotel. Considef, = {f2, f3} andC> =
{ha,hs}. From Table 5 and Table 6, it is easy to obtain that
b(C1) and b(C2) are equal to(1,80) and (150, 2, 140), respec-
tively. SupposeG is formed fromCy and Cs. b(G) is equal to
(1,150, 2,80 + 140) = (1,150, 2, 220). Note thatb(G) is dom-
inated byp, (See Table 1). Thus, the whole group can be pruned.

O

In Algorithm 2, we adopt Algorithm 1 to include group parti-
tioning. The major additional component of the algorithnitie
introduction of full pruning (Line 9): ib(G) is dominated by a tu-
ple p in T, we can skip the inter-dominance checking between all

Instead, we leverage the way we generate products fromesourc tuples inG and tuples il (Lemma 4).

tables to perform clustering over the tuples in eachrce tabler;
instead of the materialized product tatll§. After we obtain the
clusters for each source table, we (conceptually) genergreup

The full pruning is used to prune thentire group. In Line
10, we introduce a function callgghrtialPrune which is used to
prunesometuples inG for the consideration of the inter-dominance

G from one cluster of each source table. We do not materialize checking. This pruning is callegartial pruning Details will

groupG, which means that we do not enumerate all members gen-

erated from the corresponding cluster. We just keep theerlliss
for a groupG. Specifically, supposé& is formed from cluste”;

be descrbied in Section 4.3. FunctipartialPrune removes a
set W of tuples fromG where each tuple i must not be in
SKY (Tg UTp).



Algorithm 2 Algorithm for Creating Competitive Products
Input: Tk andTy,Ts, ..., Ty,
Output: the setO of competitive products
100
. perform clusterings over each source table
: generate a s&f of disjoint groupsconceptuallyaccording to
the clustering results obtained in the previous step
: for each clustet’; of each source tablg/ do
create the best representative’;)
: for each groug= € G do
create the best representativé’) according to the best rep-
resentatives of the correspondence clusters
8: for each groug7 € G do
9: if b(G) is not dominated by any tuple ifiz then
10: G’ —partialPrune@)

WN P

Noak

11: for eachg € G’ do

12: Ilifqge SKY (Tg U{q})

13: if ¢ is not dominated by any tuple ifiz then
14: O~ O0uU{q}

15: return O

Note that Algorithm 1 is a special case of Algorithm 2 if each
cluster of each source table contains only 1 tuple.

4.3 Partial Pruning in Group Partitioning

Consider a grou : (C1, Ca, ..., Ck). In Algorithm 2, fucntion
partialPruneis called if full pruning is unsuccessful (i.e., the best
representative of grou@, b(G), is not dominated by any tuple in

Tg). Note that the best representative cannot be used to remowvi
sometuples in the group. This is because the best representative

does not contain detailed information about the tuple&§'inOne
way to remove some tuples in the group ifull materialization
which enumerates all tuples @ so that we can obtain afletailed
information. However, as described before, it is very cotafion-
intensive.

Partial pruning is a tradeoff between the full materiali@aap-
proach and the best representative approach. Specifiaelpyo-
pose the following three steps for functipartialPrune Consider
a groupG : (C1,Cs, ..., Cy).

Step 1 (Meta-transformation)e do the following for each cluster
C;. Consider a clustef’; from a source table. For each tuplen
C;, we transforni; to a tuple called aneta-producof ¢; and then
project the meta-product on some attributes to fonmeda-tupleof
t;. The meta-tuples of all tuples i@; form a new clusteC;.

A meta-product of a tuplé; is defined as follows.

DEFINITION9 (META-PRODUCT). Supposet; is a tuple
from clusterC;. A meta-producof tuplet;, denoted by3(t;), is
equal to a product; wheregq is

9(u1, U2y onny uk)

whereu; = b(Cy) forl € [1,k]/{i} andu; = ¢;.

A meta-product of tuple; is similar to the best representative of

Cr={hy, I, )
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Figure 2: An example to illustrate how we use the projection
for pruning

Note that each tuple if; is associated with an attribute s&t
sinceC; comes from the source tabl&. We c defineY; to be a set
of target attributes of attributes iXi;. Thatis, Y; is equal to{y|y =

o(z) wherez € X;}. Note thaty; C Y. With the attribute seY;,
we define the meta-tuple of as follows.

DEFINITION 10 (META-TUPLE). Suppose ¢ is a meta-
product of tuplet;. A meta-tupleof tuplet;, denoted by;, is de-
fined to be equal tc}T[;i q which is the projection of on attribute

setY;.

EXAMPLE 9 (META-TRANSFORMATION). Figure 1 illus-
trates the meta-transformation. Figure 1(a) shows thabs rep-
resenting the attribute names in our motivating exampleraviiie
is table Flight andl; is table Hotel. Considef, = {f1, f2} and
C> = {h1,h2,hs}. Figure 1(b) shows the meta-transformation

from C; to C;. Note thatX is equal to{z1, z2}. Sincea(z1) =

Y1 anda(wz) = ya, we obtain¥y = {y1,y4}. Note thaib(C') has

(:El,xg) = (0, 100) andb(C’2) haS(IE:;,:E4, 1’5) = (100, 1, 80)
Consider how we generate the meta-tuplefof Note thatf;
has (z1,z2) = (0,120). It is easy to obtain that the meta-
product of f; is equal to3(f1) = 6(f1,b(C2)) which is equal
to (0,100, 1,120 + 80) = (0,100,1,200). Thus, f1 is equal to
[Ty, B(f1) = (0,200). In the same way, we obtajfs = (1, 180).
Similarly, from Cs, we also obtairf'g containingﬁl,ﬁg andi~z3
as shown in Figure 1(c). 0

Step 2 (Dominance checkinghfter the transformation, for each
transformed clustef’; and each tuple € T, we determine a set
of meta-tuples inC; such that each of these meta-tuples is domi-
nated by a tuple € T with respect toY;. We denote this set by
v(Cs, ).

ExamMPLE 10 (DOMINANCE CHECKING). Figure 2 shows
C, andC» from Example 9. Consider atupﬁa inTg.
We can see thap- domlnatesfz only in C; with respect to
Y1. It also dominates, only in Cy with respect toY2. We have
v(C1,p2) = {f2} andy(C2, p2) = {h2}. O

Step 3 (Meta-pruning)According to the information obtained in
Step 2, we can determine which tuplegGrcan be pruned for each

b(G). However, the difference is that a meta-product makes use of p € Tx.

the real content of tuple; but the best representative utilizes the
best possible information i@; (instead of the real content of tu-
plet;). Intuitively, a meta-product gives more detailed infotioa
compared with the best representative.

Next, we describe how we generate a meta-tuplg éfom the
meta-product by a projection operation.

Consider a tuplep € Tg. We can use the content
of ~(Cj,p) for pruning some tuples inG by the following

lemma. LetW (p) be a set of possible combinations gener-
ated from~(C1,p),v(C2,p),...,¥(Ck,p). That is W(p) =
{0(t1,t2,...,tx)|ts € ~(Ci,p)fori € [1,k]}. The following

lemma suggests that we can prune any tuplé&ip).



LEMMA 5 (PARTIAL PRUNING). Let p be a tuple inTg.
Each tupleg € W (p) isnotinSKY (Te UTy).

From Example 10, we know tha¥ (p2) = {0(f2, h2)}. Thus,
we do not need to consider the prodd¢ys, ho).
With Lemma 5 and Theorem 1, it is easy to verify the following.

THEOREM 2. Algorithm 2 returnsSKY (Tr UTg).

4.4 Implementation

We will describe how we can use some indexing techniques to
speed up the inter-dominance checks. The major part of Algo-
rithm 2 is to perform the inter-dominance checks betweetetup
in Tx and tuples ifl,. In our implementation, we build an R*-
tree Rg overTg. Suppose that™ containsy:, y2, ..., Y. This tree
can be used in full pruning and partial pruning. In full pmoj
when we check whether a best representdiives dominated by
an existing product iff’z, we perform a range query with range
(yl S bo~yl) A (y2 S bo-y2) A A (yu S bo~yu)' lf the range
query returns a sed of products which have some attribute values
different fromb,, thenbd, is dominated by € A. Otherwisep, is
not dominated by any tuples ifiz.

In partial pruning, similarly, we can also use the R*-trBg
as follows. We want to find/(C;, p) for eachp € Tr and each
clusterC;. Initially, we sety(C;,p) = (. For each meta-tuple
t: in C;, we find a set of existing tuples iz dominating;
with respect toY; by a range query. Specifically, suppose that
Y; containsy:, y, ..., yu. Let the attributes irt” but not inY; be
Yo+1,Yo+2, -, Yu. We perform arange quetyr < t;.y1)A(y2 <
tiy2) A AN (Yo < iYo) A(Yot1 < 00)A(Yor2 < 00) A A(Yu <
00). Let R be the range query result containing prodyctshich
has some attribute values different frapwith respect toY;. For
eachp € R, we insertt; into v(C;, p).

5. DISCUSSION

We first describe how the clustering quality affects our psgul
method. Then, we discuss how our proposed algorithm can-be ex
tended to a general case.

Clustering Quality IssueThe clustering quality may affect the per-
formance of full pruning. Le& = (C1, Cy, ..., Ck). If each cluster
C; contains many “similar” tuples, thed contains many “similar”
tuples. Suppose each attribute of these tuplésliras a large value.
Itis very likely that the best representative of the graujs domi-
nated by tuples iff’z. However, suppose that a clustéy contains
some “distant” tuples such that a tupleGhhave an attribute value
which is much smaller compared with another tupléinit is less
likely that the best representative of the grdtiptaking the small-
est possible attribute value among all tuplessinis dominated by
tuples inTx.

We want to emphasize that the clustering quality does netaff
the correctness of the algorithm. If the cluster contairistést”
tuples, then the entire group cannot be pruned and thus Haes to
processed in the later steps of the algorithm.

General Model:In Section 4, we assume that the application satis-
fies the at-most-one merging attribute characteristich\is char-
acteristic, by Lemma 2, we can avoid the intra-dominancelche
ing. If this characteristic is not satisfied, Lemma 2 doeshuit
and thus we have to perform the intra-dominance checkinthisn
case, after obtaining the answefrom Algorithm 2, we add a post-
processing step which comput§#(Y (O), which corresponds to
SKY (Tr U Tg). We call this algorithm with the post-processing
step the lyorithm for aeating @mpetitive poducts (ACCP).

THEOREM 3. Algorithm ACCP returnSKY (T U Tg).

Parameter Default value
No. of attributes in each source tabl¥ 4

No. of indirect attributes in a product tablé) ( 1

No. of source tablesk 2

Size of Ty (|[TE]) 5M
Size of each source tablEl{|) 100k

Table 7: Default values of parameters

6. EMPIRICAL STUDIES

We have conducted extensive experiments on a Pentium IV
2.4GHz PC with 4GB memory, on a Linux platform. The algo-
rithms were implemented in C/C++. We conducted the exparime
on both synthetic and real datasets.

The synthetic dataset is generated by a dataset generater. T
dataset generator has five input parameters, namely (1)utime n
ber of attributes in each source tah¥é, (2) the number of indirect
attributes in the product tablé, (3) the number of source tables,
k, (4) the number of tuples in tablEz, |T=|, and (5) the number
of tuples in each source tablgl;|. We generate the datasets as
follows. Firstly, we creaté: source tables, namelfj, 75, ..., Tk.
We adopted the data set generator released by the authadtf of [
For each source tablE, as in [1], we generate the anti-correlated
dataset containini; | tuples with/V attributes each of which has a
range from 0 to 1000. Details of the generation of this datcae
be found in [1]. LetX be the set of attributes of all source tables.
Secondly, we generate talilg; as follows. We generateindirect
attributes. For each indirect attribugen 7=, we randomly pick a
value M from a distribution with mean 2 with standard derivation 1
to find the number of dependent attributeg ohen, we randomly
pick M attributes fromX to be D(y) and remove them fronk’.
For each of the remaining attributesn X, we create a direct at-
tributey in Y such thatD(y) = {z}. We generate a sé? of all
possible combinations froffi, T, ..., Tk. Then, we randomly se-
lect|T| tuples fromD and store them &g For each tuplein V,
we modify each attribute afby multiplying a numbet: which fol-
lows a normal distribution with mean 1.0 and variance 0.0R5.
modified tupleg form the final tablel's. If the parameters are not
specified, we adopt the default values in Table 7.

The real datasets are obtained from two anonymous travatl age
cies, namely Agencyl and AgencyB. From each travel agency,
we obtained all packages, all flights and all hotels for a douip
traveling from San Francisco to New York for a period from far
1, 2009 to March 7, 2009. In Agency dataset, we have 296 pack-
ages, 1014 hotels and 4394 flights. In the Agefitygataset, we
have 149 packages, 995 hotels and 866 flights. Hotels andsfligh
form two source tables, and packages forms tdbjeHotels have
attributes, namelguality-of-room, customer-gradinghotel-class
hotel-price while flights have attributes, nameblass-of-flight
no-of-stops duration-of-journeyand flight-price  Packages have
four attributes, namelyguality-of-room customer-gradinghotel-
classclass-of-flight no-of-stops duration-of-journeyand price.
Same as our motivating application, Tz, attributeprice is an
indirect attribute whererice is equal to the sum of attributetel-
price and attributdlight-price, and others are direct attributes.

We denote our proposed algorithmA&SCP. This also involves
two major steps. The first step is callpgeprocessing stepvhich
finds SKY (T;) for each source tablg; and findsSKY (Tx)
for the tableTz. We also build an R*-treeRr on T where
T = SKY (Tg). The second step is to use Algorithm 2 to find
all competitive products. We adoptmean for clustering over each
source table wherk used ink-mean is equal t¢7;|/1000. Thus,
the average cluster size is equal to 1000.



We also compared algorith&CCPwith two algorithms, namely
naiveandbaseline Naiveis an algorithm which generates all possi-
ble combinations froni, T», ..., T} and stores them ifig. Then,
it forms a dataseD = T U T, and use the existing skyline algo-
rithm called SFS [4] to find the skyline i®. Baselineis same as
ACCPwithout full pruning and partial pruning.

We evaluated the algorithms in terms of seven measurements:
(1) Preprocessing:We measured the time of the pre-processing
step. (2)Execution time: The execution times of algorithms
are measured. FdBaselineand ACCP, in order to analyze the
execution time of the framework of the algorithms, the tinfe o
the post-processing step is not reported. |@KY|/|T¢|: Let
Ty be the set of all possible combinations from the original
source tableg, s, ..., Tk (i.e., Tq = U(T1,T>,...,Tk)). Let
SKY SKY (Tg U Tg) N Tg. |SKY|/|Tq| corresponds
to the proportion of skyline tuples among all tuples?p. (4)
|SKY|/|To|: |SKY |/|T4| corresponds to the proportion of sky-
line tuples among all tuples iff,. (5) |Tr|/|T¢|: Let Tr be
the set of remaining products after full pruning and panpialn-
ing. |Tr|/|Tq| corresponds to the proportion of remaining prod-
ucts after full pruning and partial pruning among all pramuin
Tq. (6) [Tr|/|T5): |Tr|/|TG| corresponds to the proportion of
remaining products after full pruning and partial pruningceng
all products inT;. (7) Memory: The memory usage of algo-
rithm ACCPis the memory consumed by the R*-tree built B
whereTy, = SKY (Tg) and the temporary storage in the algo-
rithm ACCPto store groups:” after full pruning and partial prun-

ing.
6.1 Synthetic dataset

We first compare our algorithms, namebdaselineand ACCP,
with Naivein Section 6.1.1 to show thadaiveis not scalable to
large datasets. In Section 6.1.2, we give a comprehensjweriex
mental studies to study the scalability of our algorithms.

6.1.1 Comparison with Naive Algorithm

In the synthetic dataset whefé = 3,1 = 5,k = 2,|Tg| =
10000 and|T;| = 5000, Naivetook 1G memory and ran for hours.
Both the memory usage and the execution timNaf/eare several
thousand times more than thosebakelineandACCP. SinceNaive
is not scalable to large datasets, in the following, we famusghe
comparisons between algoritth€CPand algorithnmBaseline

6.1.2 Scalability

In the following, we study the following factors: (a) the so@
table size, (b) the size g, (c) the number of indirect attributes of
each product table, (d) the number of attributes of the proiible,
(e) the number of source tables, and (f) the number of clsister
each source table.

Effect of the source table siz&Ve change the size of source ta-
bles from 100k to 500k. Figure 3(a) shows that the prepraogss
times and the execution times of both algorithms increasie tive
source table size. The execution time of algorith@CPis smaller
than that of algorithnBaselinebecause algorithtACCPperforms
full pruning and partial pruning, which speeds up the corapaoih.

In Figures 3(b) and (c)lSKY|/|Tq|, ISKY|/|T5], |Tr|/|Tql,
|Tr|/|TG| and|Tr|/|SKY | remains nearly unchanged. In Fig-
ure 3(b), we observe the§ K'Y'| /|15, | is larger tharlSKY| /| T |.
This means thdfly, | is smaller thariT, |, which shows the effec-
tiveness of the step to produ@, for the dataset. In Figure 3(c),
|Tr|/|Tq| decreases by an order of magnitude when the source ta-
ble size increases whild'z|/|T;| remains relatively constant. A
smaller value of Tz|/|Tq| (or |Tr|/|T5]) means that the search

space is larger. Thus, the trend shows that creafihdecomes
more effective when the source table size increases. Figfae
shows that the memory is more or less the same when the source
table size changes.

Effect of the size df'’z: We also conducted experiments to study
the effect of the size of z by varying from 2.5M to 10M. The
results are similar to those for the effect of the sourceetainte.
Figure 4(a) shows thaaCCPis also faster thaaseline When
the size ofTg is larger, the execution times of both algorithms
decrease. Thisis because there are more produgs diominating
tuples inTq. So, itis more likely that a tuple iif; is dominated by
atuple inTg. Once a tuple in Ty is dominated by a tuple ifi'z,

the dominance checking betwegand the remaining tuples ifiz
can be skipped. Thus, the execution times are lower. Figime 4
shows thalSKY|/|Tq| and |SKY|/|T | decreases whefT x|
increases. In Figure 4(c)Tr|/|Tq|, |Tr|/|To| and|Tr|/|SKY |
remains nearly unchanged whi@r | increases. Figure 4(d) shows
that the memory consumptions of both algorithms increagbtsf
with |TE|

Effect of the number of indirect attributes of the produdti¢a We
conducted experiments to study the effect of the number dif in
rect attributes of the product table by changing from 1 to @.fi&/
the number of attributes to be 7. The execution time of afgori
ACCPis within 3,000s. Figure 5(b) shows that when the number
of indirect attributes increase§SKY|/|T| remains nearly un-
changed. HowevelSKY|/|T;| decreases. This is because the
size of T, increases a lot. In Figure 5(c), as the number of indirect
attributes is largeiTr|/|T5 | is very large. This is because, when
there are more indirect attributes in the product tabls,léss likely
that a tuple is dominated by another tuple. Thus, itis léstyithat
full pruning and partial pruning are successful.

Effect of the number of attributes of the product tallée studied
the effect of the number of attributes of the product tablergtwe
fix the number of indirect attributes of the product table &l
The results are similar to Figure 5. For the sake of space,mit o
the figure here.

Effect of the number of source table§igure 6 shows the re-
sults when we vary the number of source tables whekg =
100k, |T3| = 1k,I = 5 andN = 3. In the figure, the prepro-
cessing time, the execution times of both algorithf@%Y | /|16 |,
ISKY |/|TG], |Trl/|Tol, |Tr|/|Th], |Tr|/|SKY | and the mem-
ory increases with the number of source tables. This is lsecau
with more source table$] | is larger. Thus, the execution time,
the set of skyline tuples in the final dataset and the memaey ar
larger.

Effect of the number of clustersiVe conducted experiments to
study the effect of the number of clusters over a source table
We varied the number of clusters from 6 to 30. The results are
shown in Figure 7. SincBaselineis independent of the number
of clusters, we do not include the results Baselinein the figure.
When the number of clusters increas@%|/|7¢|, |Tr|/|T¢| and
|Tr|/|SKY | decreases. This is because the cluster size decreases
when there are more clusters. Thus, each group formed fram on
cluster of each source table is smaller. There are more grobijgh
contain large attribute values. Thus, it is more likely ttiety are
dominated by tuples iff’z. Thus,|Tr| is smaller.

6.2 Real Dataset

In the real dataset, we conducted two sets of experiments,
namelyAgencyA Package Generation SahdAgencyB Package
Generation SetlLet H 4 (F4) be the source tables of Ageneyfor
Hotel (Flight). LetH g (F'g) be the source tables of Agendyfor
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Hotel (Flight). Suppos@z,4 (Ts,5) is the product table storing
the existing packages in agengy(agencyB). In the AgencyA
Package Generation Set, we generate new packages frors &odel
flights of AgencyA and find which new packages are competitive
in the existing market including new packages and the parkag
from AgencyB That is, we want to find K'Y (T U Tk, 5) where
Tg is the product table generated fralu and F4. The Agency
B Package Generation Set is similar to Agertciackage Genera-
tion Set but the source tables come from AgeBcgnd the existing
packages come from Agency. That is, we want to generate new
packages from hotels and flights of AgenByand to find which
new packages are competitive in the existing market innydiew
packages and the packages from Agercy

In Agency A Package Generation Set, the execution times of
ACCPandBaselineare 44.74s and 84.47s, respectively. In Agency
B Package Generation Set, the execution times@EPandBase-
line are 10.43s and 27.14s, respectively.

The merging function of attribute Price is equal to the sum of
attribute Flight-cost and attribute Hotel-price in our iating ex-
ample. In the following, we want to study the effect when therga
ing function is in another form. Consider that the mergingcfiion
of attribute Price is equal to the sum of attribute Flighstcand
attribute Hotel-pricemultiplied by (1 — r) wherer is a discount
rate. In the real travel agency sites, usually, when custenfeose
flights and hotels together, they will obtain a discount.

We conducted experiments for each set and measured thefollo
ing: (1) |SKY|/|Tq|: SKY isequal toSKY (Tg UTg) NTg.
Thus,|SKY|/|T¢| is equal to the ratio of the tuples i, which
are in the skyline in datasétr U Tg. and (2) | DOM|/|TE:
DOM is equal to the number of tuples iz dominated by the
newly generated packagesiia. Thus,|DOM|/|Tx| is equal to
the ratio of tuples if’r dominated by some newly generated pack-
ages.

Figure 8(a) shows thaDOM |/|Te| increase with the discount
rater for the AgencyA Package Generation Set. This is because
whenr increases, the price of the productsTip decreases. It is
more likely that the products iy dominates tuples iff’z. Thus,
|[DOM]| increases|SKY |/|Tq| remains nearly unchanged when
r increases. In the figuréSKY|/|T¢| is greater than 0.5 for dif-
ferent values of-, which means most newly created packages are
competitive. Surprisingly, when there is no discount (ire= 0),
|[DOM]|/|TE| is also greater than 0.5, which means that the newly
created packages are “better” than half of the existing age& in
the market. Thus, the newly created packages are quite ditivge
which suggests that many existing packages may not be taml“go
to customers. Figure 8(b) shows similar results for the AgeB
Package Generation Set.

Conclusion: Algorithm Naive is not scalable to large datasets. Al-
gorithms Baseline and ACCP perform thousand times fastar th
algorithm Naive. Algorithm ACCP (with full pruning and p&at
pruning) runs faster than algorithm Baseline (without fullining
and partial pruning).

7. RELATED WORK

Skyline queries have been studied since 1960s in the theory
field where skyline points are known BRareto set@andadmissible
points[8] or maximal vector§6]. However, earlier algorithms such
as [6, 7] are inefficient when there are many data points irgh hi
dimensional space. The problem of skyline queries wasdnted
in the database context in [1].

We can categorize the existing work into two major groups —
single-table skyline querieendmultiple-table skyline queries

1.2 |SKY|/|TQ\ 1.2

[SKY[/Tol
IDOM|/|Tg

IDOM/[TE]
v
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tion Set tion Set

Figure 8: Results for real datasets

There are a lot of efficient methods proposed for singleetaky-
line queries where the tuples considered are based on & smg|
ble. Some representative methods include a bitmap methgdq1
nearest neighbor (NN) algorithm [12], and branch and bolyd s
lines (BBS) method [13]. Recently, skyline computation basn
extended to subspace skyline queries [22, 14, 21] whereotheu-
tation returns the skylines with respect to all possiblesstbof at-
tributes. Besides, the above skyline queries are basedranaal
attributes. Recently, [3, 2, 19, 15] proposes some methddshw
can handle categorical attributes in addition to numettichaites.
However,all of the above works are also based on a single table.

Multiple-table skyline queries [11, 16] return the skylibased
on multiple tables instead of aingletable. [11, 16] study how to
perform anatural join over multiple relational tables, generate one
joined table and find the skyline in the joined table. The bas-
sumption of a natural join operation over multiple relatibtables
is that for each tabl&", one of its attributes, says, is associated
with an attributer» of another tabl€» wherez; andz- are apri-
mary keyof 77 and aforeign keyof T5 (to 71 ), respectively, or vice
versa. However, they only consider how to join the tablesrevlae
foreign keyof a table is grimary keyof another table. Thus, their
focus is to find how tanatchthe value of a foreign key with the
value of a primary key. Our work is fundamentally differerdgrh
the works about natural joins [11, 16]. This is because theiks
are based on foreign keys but our work considers how to paréor
cartesian producbver multiple tables without any foreign key.

Creating products studied in this paper introduce cha#eng
This is because a tuple in a table can be combined anghtuple
in another table such that the product is in the skyline. Tbus
focus is to find which potential tuples in some tables can le-co
bined with a given tuple in a table such that the combined yrtsd
are in the skyline.

8. CONCLUSION

In this paper, we identify and tackle the problem of creatiog-
petitive products, which has not been studied before. Weqz® a
method to find competitive products efficiently. An extersper-
formance study using both synthetic and real datasets tezp
to verify its effectiveness and efficiency. As future workeating
competitive products with dynamic data and creating theRom-
teresting competitive products are interesting topics.

Acknowledgements:We are grateful to the anonymous reviewers
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Proof of Lemmas/Theorems:

For the sake of space, we only included the proof of Lemma 1
and the proof of Lemma 2. The proof of other lemmas and theo-
rems can be found in [18].

Proof of Lemma 1: Suppose; € SKY (Tg U Tg). There is no
tupleq’ € Tr U Tq dominatingg. SinceT, C Tq, there is no
tupleq’ € Tr U T, dominatingg and thusy € SKY (T UTG).

Suppose; € SKY (Tg UT). Thus,q € T;,. Besides, there
is no tupleq’ € T U T, dominatingg. We want to prove that
g€ SKY(Ts UTg).

We prove by contradiction. Suppose there exists a tgple
Tq/T¢, dominatingg. Supposey is generated fronty, ¢, ..., tx
andq’ is generated front;, t5, ..., t;,. wheret, € T/ andt; ¢
T;. Sinceq’ € Tq/T4,, we know that there exist a tuplg e
Ty /T; amongt}, ts, ..., t;,. Let W be the set of all these tuple$s
(amongty, t5, ..., t;). We deduce that; € W is dominated by
tj € Tj (sinceT; = SKY (Ty)). LetV be the set of tuples used
for generatingy’. Thatis,V = {¢},t5,..,t;}. If we replace each
tuple t; in V which also appears i’ with the correspondence

(5]

(8]

9]

[10]

[14]

[15]

[16]

(18]

[19]

tuplest’/, we obtain another s&f’. Note thatl’’ contains all tuples
in T instead ofI’; /T;. Consider another tuplg’ generated from
V'. We know thayy” € T(,. We conclude tha” € T, dominates
q' € T,. Sinceq’ dominatesy, we deduce thaj”” dominatesg.
Note that bothy” andq are inTy,. Thus,q ¢ SKY (Ts U Tp).
This leads to a contradiction thate SKY (Tx UTy,). 0

Proof of Lemma 2: We prove by contradiction. Suppose that there
exists two distinct tupleg andq’ in T;, such that there is a domi-
nance relationship betwegrandq’. Without loss of generality, we
assume thay’ < ¢. In the at-most-one merging attribute charac-
teristic, for eachX;, there exists at most one € X; such thatr

is involved in the merging function of an indirect attributec Y.
We callz € X; is mergingif it is involved in the merging function
of an indirect attribute) € Y. We callxz € X; is non-mergingf it

is involved in the merging function of a direct attributec Y. In
the at-most-one merging attribute characteristic, eadnceatable
has at most one merging attribute. Given an attriluite a source
tableT}, we defines(x) to bej.

Suppose thaj is generated fromy, t2, ..., t such that; € T
for j € [1,k]. Thatis,q = 0(t1,t2, ..., tx). Also suppose that is
generated fromty, s, ..., ¢}, such that} € 77 for j € [1,k]. That
is, ¢ = 0(t1,1t5, ..., ty). Sincet; andt; come fromT}, we know
thatt; £ ¢ andt; A t; for eachj € [1,k]. We can also deduce
that, for allz € X; wherez is non-merging,

tha <ty

@)

wherej € [1, k]. Otherwiseq’ does not dominate.

Sinceq’ dominates; in T¢,, we know that there exists a dimen-
siony in Y and all other dimensiong’ in Y such thaty’.y < q.y
andq’.y’ < q.y'. Consider two casesCase 1:y is an indirect
attribute. There exists: € D(y) such that

/
tj.m < t;.x

®)

wherej = s(z). Sincez is involved in the merging function of

the indirect attributey, = is merging. Since each source table has

at most one merging attribute, from (2) and (3), we deducé tha

ti.x < t;.x for attributex and¢}.a’ < ¢;.2" for other attributes

z' € X;. Thus,t; < t;. This leads to a contradiction thét £ ¢;.
Case 2:y is a direct attribute.D(y) contains one attribute, says

z. Sinceq’.y < q.y, we have

/
tj.m < tj.x

4)

wherej = s(z). Note thatr is non-merging. Consider two cases.
Case (a): TableT; does not contain any merging attribute. Thus,
all attributes inX; are non-merging. Similarly, from (2) and (4),
we know thatt}.z < ¢;.z for attributex and¢}.2’ < ¢;.2" for
other attributes;’ € X;. We conclude that; < ¢;. This leads to a
contradiction that’; 4 t;.

Case (b): TableT; contains a merging attribute/. We further
consider two sub-case€ase (i):¢;.2" < t;.«’. From (2) and (4),
We know thatt}.z < t;.x for attributex andt}.2” < t;.2"” for
other attributes:” € X;. We conclude that; < ¢;, which leads
to a contradiction thatt; A ¢;.

Case (ii): ti.a’ > t;.2'. Lety = a(a’). Sinceq'.y’ < q.y/',
there exists” € D(y') such that;.z” < t;.=" wherel = s(z").
Note thatz” is merging. Consider two caseSase (A):T; has at
least one non-merging attribut&hus, from (2), we conclude that
t.x” < t;.2” for attributex” andt].xz < t;.z for other attributes
x € X;. Thus,t; < t;, which leads to a contradiction thét £ ¢;.
Case (B):T; has no non-merging attributeSincet;.z” < t;.2"
and there is only one merging attribute, we know #hat ¢;, which
leads to a contradiction that 4 ¢;. 0



